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Abstract

In this paper we survey the development of the wave variable con-
cept and examine wave-based teleoperation. We study the behavior
of force reflecting systems under unknown but constant transmission
delays, ranging from periods less than the human reaction time to
several seconds. Passive transmission procedures guarantee system
stability, but wave reflections and spurious dynamics may interfere
with normal operation. Using wave variables for the analysis and
implementation, and making appropriate design choices, a system
with consistent and predictable behavior is constructed. This design
methodology aims to create a virtual tool which accounts for the
implicit limitations imposed by the delay. These developments also
form the basis for extensions to wave-based prediction and appli-
cation to variable delays, such as those inherent to Internet-based
telemanipulation.
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1. Introduction

Telemanipulation defines the idea of a user interacting with
and manipulating a remote environment (Sheridan 1992) and
has led to applications ranging from space-based robotics to
telesurgery. Of particular interest are telerobotic systems, in
which the user commands the motion of a remote slave robot
via a local master joystick. Bilateral systems also feed forces
back through this joystick to provide the operator with better
information and a more complete interaction, thereby improv-
ing his or her ability to perform complex tasks (Massimino
and Sheridan 1994).
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Passivity and impedance models have become a popular
method for examining and ensuring the stability of bilateral
teleoperators, as an environment model is not required (Han-
naford 1989). In addition, transparency is desired to accurately
render the environment to the user. The dual objectives of sta-
bility and transparency have led to numerous controller archi-
tectures that transmit different combinations of position and
force signals (Lawrence 1993). These architectures have also
been extended to admittance-type manipulators (Hashtrudi-
Zaad and Salcudean 2001). Fundamental limits for force feed-
back gains have been explored and shown to depend on the
relative manipulator inertias (Daniel and McAree 1998).

However, by their very definition, teleoperation systems
frequently experience significant time delays in communica-
tion between the local and remote sites, which necessarily
limit the user’s performance (Ferrell 1965; Lane et al. 2000).
Furthermore, the combination of force feedback with even
small time delays creates stability problems (Sheridan 1993),
which has led to alternative control approaches. For exam-
ple, sensory substitution allows the independent display of
force information via other channels, such as auditory or vi-
sual (Massimino 1995). Predictive displays utilize informa-
tion about the remote manipulator and environment to display
an expected response, most commonly as a graphic overlay
(Bejczy, Kim, and Venema 1990). Teleprogramming issues
only high-level commands to the remote site and assumes
appropriate local autonomy (Funda, Lindsay, and Paul 1992;
Sayers et al. 1998).

Nevertheless, to provide an immersive and natural experi-
ence to the user, much effort has been invested into extend-
ing direct force feedback methods to time delayed systems
(Hashtrudi-Zaad and Salcudean 2002; Niculescu, Taoutaou,
and Lozano 2003). In particular, Lawrence (1993) uses im-
pedance models to describe the stability and transparency
of various teleoperation schemes accounting for transmis-
sion delays. Leung, Francis, and Apkarian (1995) design a
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controller based onµ-synthesis, while Kim, Hannaford, and
Bejczy (1992) propose and investigate shared compliant con-
trol. Eusebi and Melchiorri (1998) further introduce criteria
for stability, both independent of and dependent on time delay.

Stability independent of the transmission delay can be
achieved by scattering approaches, which naturally preserve
passivity (Anderson and Spong 1989; Stramigioli et al. 2002).
A reformulation of these ideas led to the introduction of wave
variables (Niemeyer and Slotine 1991, 1997a), which provide
a framework for designing and analyzing force-reflecting tele-
operators. Transmission of wave variables also leads to effi-
cient implementations and ensures stability without knowl-
edge of the time delay. Prediction, generally in the form of
Smith predictors (Smith 1957), can be combined with wave-
based systems to reduce the effects of the delay (Arioui, Khed-
dar, and Mammar 2002; Ganjefar, Momeni, and Janabi-Sharifi
2002).

Considerable attention has also been devoted to Internet-
based teleoperation, in which the communications delay is
variable (Fiorini and Oboe 1997; Oboe and Fiorini 1998). For
a supervisory control architecture, a time-forward observer
and appropriate delay model are developed by Brady and Tarn
(2001). For direct force feedback, wave-variable based ap-
proaches have been used extensively (Kikuchi,Takeo, and Ko-
suge 1998;Yokokohji, Imaida, andYoshikawa 1999;Yokoko-
hji, Tsujioka, andYoshikawa 2002), in particular guaranteeing
passivity via energy-conserving filters (Niemeyer and Slo-
tine 1998, 2001) or a suitable time-variable gain (Lozano,
Chopra, and Spong 2002). They have been further extended
to include estimation of the delay (Benedetti, Franchini, and
Fiorini 2001), prediction of the delay (Mirfakhrai and Payan-
deh 2002), as well as Smith predictors in combination with
energy regulation (Munir and Book 2002, 2003).

In this paper, we survey and explore the development of
the wave variable concept applied to time-delayed teleopera-
tion, under the assumption of an unknown but constant delay
(Niemeyer 1996). Delays from less than the human reaction
time to several seconds are considered. The dynamics of a
wave-based system are analyzed in the context of wave reflec-
tions, which may interfere with normal operation and unnec-
essarily decrease performance. Using an impedance matched
design, position feedback, and optional wave filtering, a sys-
tem with consistent and predictable behavior is constructed.
It becomes transparent to the user if the delay remains below
the human reaction time.

The described process centers on the creation of a virtual
tool. This design goal accounts for the limitations of delayed
feedback and automatically reduces performance for longer
delays. An on-line tuning parameter trades off the properties
of the system as best suited for individual tasks.

After discussing the general goal of virtual tools and the
concept of wave variables in Sections 2 and 3, we analyze
the wave-based communications and basic teleoperator setup
in Sections 4 and 5. In Section 6 we introduce an additional

position feedback loop, while in Section 7 we examine the
behavior of the entire impedance matched system. It is char-
acterized by basic parameters that display the effects of the
time delay and the on-line tuning parameter. Brief summariz-
ing remarks are offered in Section 8.

2. Virtual Tool Design Goal

The introduction of time delays in the communications im-
poses fundamental limitations on the achievable performance
of a telerobot, regardless of the individual technique. In par-
ticular, no command can be transmitted and acted on in less
time than the one way delayT . Furthermore, the reaction to
an unknown disturbance or an environment contact cannot
take effect in less time than the total round trip delay 2T . The
closed-loop bandwidth is effectively limited by the same time
constant.

As such, it is all the more important to present the oper-
ator with a simple and predictable system. Any unexpected
behavior will lead to distractions and further complicate the
situation. Instead, the operator should be free to concentrate
on the task at hand and not worry about the details of the
telerobots.

To account for the limitations as well as these objectives,
we propose the goal of a virtual tool. This approach aims to
modify the entire dynamics of the teleoperator system into
a simple and well-understood form, where the dynamics in-
clude both the master and slave robots, as well as their con-
trollers and the communications. It contrasts with the notion of
telepresence, which attempts to completely hide all dynamics
and is not achievable for delayed systems.

Such a virtual tool requires both inertial and compliance
characteristics. The inertial property is necessary because the
slave robot cannot accelerate or decelerate to execute a motion
command until after the delay timeT . In effect, it resists a
change of its motion for at least the duration of the delay. This
limitation is captured as inertia in the virtual tool.

Similarly, the master cannot display a contact force un-
til after the delay, at which time it may no longer be at the
same location as the slave. This limitation is embodied in the
compliance of the virtual tool.

The magnitude of both the inertial and compliance proper-
ties is directly proportional to the time delayT . A small delay
requires only low inertia and low compliance, leaving the user
with a light, stiff, high fidelity tool. A larger delay forces a
heavier and/or softer virtual tool, which will slow down the
user consistent with the delay limitations. Note that this ad-
justment of the virtual tool to the delay occurs automatically
if the system is based on wave variables, so performance is
automatically reduced to appropriate levels.

Indeed, as we see in Section 4.3, the “natural frequency” of
the wave-based communications can be defined as the square
root of stiffness over inertia and equals the inverse of the delay
1/T . This captures the limiting bandwidth of the system.
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Fortunately, a tradeoff between the inertia and compliance
of the virtual tool remains open for tuning.Thus, a system with
large delay may be selected as light and soft for ease of motion,
or as heavy and stiff for good contact resolution. Indeed the
tuning parameter, the wave impedanceb, is accessible on-line,
so the user may adjust this characteristic to the current task
(see Section 7.2).

These concepts surface throughout the following develop-
ments, as they recognize the fundamental limitations of time-
delayed teleoperation. Our objective is thus centered around
making the system dynamics fit the virtual tool as best as
possible to create a simple behavior. For example, Section 7
introduces impedance matching and effectively adds dissipa-
tion to the virtual tool to avoid an “undamped resonance” at
the natural frequency.

3. Wave Variables

Wave variables present a modification or extension to the the-
ory of passivity which creates robustness to arbitrary time de-
lays. They are also closely related to the scattering and small
gain theories (Desoer and Vidyasagar 1975). Based only on
the concepts of power and energy, they are applicable to non-
linear systems and can handle unknown models and large un-
certainties. As such, they are well suited for interaction with
real physical environments.

To achieve their goals, wave variables provide an alterna-
tive information encoding scheme to the standard power vari-
ables. The required algebraic transformations are simple and
preserve all information. Meanwhile, the inherent symmetry
avoids the classic effort/flow and admittance/impedance dis-
tinctions and duality.

3.1. Definition

A complementary pair of wave variable(u, v) is defined based
on a complementary pair of standard power variables(ẋ, F)

by the following transformation or encoding

u = bẋ + F√
2b

v = bẋ − F√
2b

(1)

where the forceF and velocityẋ variables may be replaced
by any other effort and flow pair. We selectu to denote the
forward or right moving wave, whilev denotes the backward
or left moving wave. The characteristic wave impedanceb is
a positive constant or a symmetric positive definite matrix and
assumes the role of a tuning parameter, trading off speed of
motion against level of forces as we will see below.

The transformation is bijective, so that it is always unique
and invertible. No information is lost or gained in either repre-
sentation. In particular, the power variables can also be com-
puted via

2b

2b
x u

vF

b

Fig. 1. The wave transformation encodes a velocity command
ẋ into the forward moving waveu and simultaneously gen-
erates a force feedback signalF from the returning wavev,
coupling both operations. The wavy line signifies the wave
variable port.

ẋ = 1√
2b

(u + v) F =
√

b

2
(u − v). (2)

In practice, the wave transformations provide an interface
between systems described in power and wave variables. For
example, as depicted in Figure 1, encoding a velocity com-
mandẋ into the forward moving waveu (transmitted from the
master to the slave) uses knowledge of the returning wavev
via

u = −v + √
2b ẋ, (3)

but also generates a force feedback command to the master as

F = bẋ − √
2b v. (4)

All other combinations, sending a force command forward
or sending a velocity or force command back, are quickly
obtained by manipulating eq. (1).

3.2. Power Flow

The wave variable definition (1) is supported by the redefini-
tion of power flow as

P = ẋTF = 1
2
uTu − 1

2
vTv. (5)

We use1
2
uTu to specify the power flowing along a main direc-

tion leading to a positive value forP . In contrast,1
2
vTv gives

the power flowing against the main direction and introduces
a negative element intoP .

This highlights that a wave variable contains not only the
information encoded by its definition, but also the power
needed to execute the associated action. A velocity command
carries the power to generate motion and create kinetic en-
ergy, and a force command contains the power to compress
an environment and create potential energy.

In particular, notice the apparent damper of magnitudeb

within the wave transformation in Figure 1. When attempting
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to create a velocity command, the damper will retain the power
necessary to compose the wave signal and then implicitly
transmit the energy with the wave to the remote location. If
a returning wave is present it may return energy and negate
the effect of the apparent damping, allowing the operator to
feel no resistance. However, until a wave response arrives, the
transformation provides a local dissipative feedback path, as
we will discuss in Section 5.2.

3.3. Passivity

The original motivation for introducing wave variables is their
effect on the condition for passivity. In the power domain,
passivity is tested by

t∫
0

Pinput dτ =
t∫

0

ẋTF dτ ≥ −Estore(0) ∀t ≥ 0 (6)

wherePinput (t) is the power flowing to the right (into the sys-
tem) andEstore(0) denotes the initial stored energy of that
system (Slotine and Li 1991). This condition states that more
energy must be introduced into a passive system than can be
removed from it, subject to the initial stored energy.

In the wave domain, as depicted in Figure 2, the condition
becomes

t∫
0

1
2
uT

out
uout dτ ≤

t∫
0

1
2
uT

in
uin dτ + Estore(0) ∀t ≥ 0. (7)

Not surprisingly, a system is passive if the energy in the outgo-
ing waveuout is limited to the energy provided by the incoming
waveuin plus the initial stored energy.

Most importantly, a time delay becomes a passive system
in the wave domain. Indeed, if

uout (t) = uin(t − T ) (8)

the power in the input wave is temporarily stored for the du-
ration of the delay:

Estore(t) =
t∫

t−T

1
2
uT

in
uin dτ. (9)

The power dissipation is zero, making the delay lossless.
Systems expressed in wave variables thus become com-

pletely robust to delays of any amount or phase lags of any
level. Furthermore, a concatenation of passive wave-based
elements also remains passive. Nevertheless, the addition of
delays will affect the system dynamics, as we see below.

3.4. Properties and Interpretation

Unfortunately, wave variables cannot be physically measured
and are often less familiar than velocity and force data. Indeed

their units (
√

Watt) are quite unusual. Nevertheless, wave vari-
ables have a useful meaning in themselves. It has even been
suggested that wave variables may occur in biological sys-
tems, particularly humans, to control motor functions (Mas-
saquoi and Slotine 1996). To further their understanding, let
us make some brief observations.

Symmetry. Wave variables are symmetric in that both out-
going and returning waves are interpreted in the same fashion.
From eq. (1) they are distinguished only by a change of sign
in the forceF, which determines whether they travel along or
against the main power flow direction. No distinction is made
between command and feedback signals.

Hybrid Encoding. This symmetry also removes the dis-
tinction between force versus velocity, effort versus flow, and
admittances versus impedances. While the example in Fig-
ure 1 encodes a velocity command into the wave variable, the
wave itself does not distinguish between velocity or force,
and the recipient cannot detect the original form. Instead, any
element may interpret an incoming wave as best suited to its
current needs. So a robot in contact with the environment will
use an incoming wave command to generate a force, whereas
a robot in free space will use the same wave command to
generate a motion.

Effectively, the same wave system may function as an
impedance or an admittance as needed. This property gives
wave-based systems greater flexibility in handling unknown
environments by mimicking position controllers, force con-
trollers, and general impedance controllers as needed.

Move or Push Commands. Wave commands determine
the strength and direction of an action, but not its form. They
are therefore best described as a “shove” or more generally as
a “move or push” instruction. The sign determines the direc-
tion, as forward or backward. Also, each command contains
just enough energy for its own execution; this energy may be
converted to either potential or kinetic energy as needed.

Wave Impedance. The wave impedanceb presents a tun-
ing parameter which can trade off the speed of motion and
levels of force. Consider a system described in the wave do-
main and assume a given wave variableu. Increasing the wave
impedance will place a larger weight on the velocityẋ as com-
pared to the forceF. So the same value ofu leads to smaller
values foṙx and larger values forF.This also makes the system
appear more damped. In contrast, when the wave impedance
is decreased, force levels are lower, motion is easier and the
system appears less damped.

This tuning mechanism is automatically built into every
wave system and we will use it to adjust the system behavior
to the required task in Section 7.2.

3.5. Wave Responses

An alternative way to understand wave signals is to exam-
ine their responses to simple systems. To satisfy passivity,
a wave response is limited in magnitude to the original wave
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Fig. 2. A system is passive in the wave domain if the output waveuout returns no more energy than the input waveuin carried
into a system plus any initial stored energy.

no
motion

full
motion

xb

full
force

zero
force

F
t

v
1

-1

inertia
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rigid wall

loose spring
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Fig. 3. Step responses of individual elements in the wave
domain. The magnitude is bounded by±1, while the sign
determines the type of action: motion or force.

command, subject to stored energy. Indeed the relative magni-
tude provides a measure of power losses or temporary energy
storage.

The relative sign of the response determines the type of
action taken. Actions dominated by motion (|bẋ| > |F|) re-
turn waves of the same sign, while force dominated actions
(|F| > |bẋ|) return waves of opposite sign. Effectively, the
wave response either “moves with” or “pushes against” the
command.

Figure 3 shows the wave responses of classic elements
to step wave commands. Rigid walls and free space neither
dissipate nor store energy, so the return wave will be±1.
For springs and inertias, again no power is dissipated but the
storage of potential or kinetic energy temporarily reduces the
step response, which exponentially converges to±1 in steady
state. Only for dampers is power lost, and even in steady state
the wave response remains low.

Examine, for example, the response of a spring in more
detail. Initially, the force levels are very low so that the spring

compresses easily. The action contains mostly motion and
provides a positive response like free space. However, as the
potential energy builds up, the spring forces slow down further
motion and the response becomes negative. In steady state, the
spring feels like a rigid wall simply reflecting the applied force
without any movement.

For LTI systems, wave responses may also be examined in
the Laplace domain:

H(s) = V(s)

U(s)
. (10)

In particular, we plot the wave frequency responseH(jω).
Its magnitude represents the power gain at each frequencyω,
which must remain below unity to satisfy passivity, so that the
graph lies entirely within the unit circle of theH(s) plane.

Various regions of theH(s) plane correspond to differ-
ent behaviors, as sketched in Figure 4. The location on the
real axis describes the relative dominance of forces versus
motions, positive being motion dominated and negative lo-
cations exhibiting higher force values. In the extremes,(+1)

defines free space with no forces and(−1) rigid interactions
with no motion. On the imaginary axis, we find capacitive
versus inertial behavior, corresponding to phase lead or lag.
The distance to the origin signifies the dissipation; lower mag-
nitudes show more losses, while higher magnitudes provide
better efficiency, and unit magnitudes are lossless.

These data may also be obtained and plotted experimen-
tally, providing a different perspective than classic Bode plots.

4. Wave Communications

Traditional force reflecting teleoperators transmit force and
position/velocity commands between the master and slave
sites. Untreated, they experience stability problems when the
transmission involves even small time delays. These prob-
lems have been linked to delay-induced power generation in
the communications, which violates passivity arguments (An-
derson and Spong 1989, 1992; Spong 1993; Anderson 1995).
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Fig. 4. The graph of the wave frequency responseH(jω) remains within the unit circle of theH(s) plane. Various regions
are responsible for different behaviors.

On the other hand, the passivity of wave variables is by
their very construction robust to time delays. This suggests
performing the communications directly in the wave domain,
as shown in Figure 5. We denote the master variables at the
local site with subscript “m” and the slave variables at the
remote location with “s”. Note that the delays in the forward
and reverse path need not be the same, although the following
derivations make this assumption to simplify notation. How-
ever, for this analysis to be applicable both delays should
remain constant and add up to 2T .

4.1. Definition

At both sites the velocitẏx and forceF are encoded into wave
variables via an appropriate transformation. Only the wave
variables themselves are then transmitted.

The equations governing the transmission are

us(t) = um(t−T ) (11)

vm(t) = vs(t−T ) (12)

while, based on the transformation, the input waves are com-
puted as

um(t) = bẋm(t) + Fm(t)√
2b

(13)

vs(t) = bẋs(t) − Fs(t)√
2b

. (14)

Notice that this does not specify or restrict whether force
or velocity are considered the input or output at either side.
Indeed any combination is possible and we later use this flexi-
bility to design alternative configurations. In essence, the com-
munications element acts as both impedance and admittance,
depending on the surrounding elements. For now, we allow

both possible output equations on both sides. The master thus
commands either

ẋm(t) =
√

2

b
vm(t) + 1

b
Fm(t) (15)

or

Fm(t) = bẋm(t) − √
2b vm(t) (16)

while the slave determines either

ẋs(t) =
√

2

b
us(t) − 1

b
Fs(t) (17)

or

Fs(t) = −bẋs(t) + √
2b us(t). (18)

When the delay timeT reduces to zero, these defini-
tions provide a simple identity between master and slave.
That is, the communications element becomes completely
transparent.

Also note that while we propose to transmit only wave sig-
nals and continue to make this assumption throughout our de-
velopments, one could imagine transmitting the velocity and
force information separately and executing all of the above
transformations at a single site. This is a pure implementation
issue which does not affect the analysis, so that we describe
only the preferred method of communicating wave data.

4.2. Passivity

To verify passivity, we examine the overall power inputPin

entering the communications:

Pin = ẋT
m

Fm − ẋT
s
Fs . (19)
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Fig. 5. The wave-based communications transform both local and remote information into wave variables before transmission
to the other side.

The minus sign appears because power is considered posi-
tive while flowing in the main direction from left to right. So
positive power enters the left side and exits the right side.

Substituting the wave transformation equations, we also
compute this power input as

Pin = 1
2
uT

m
um − 1

2
vT

m
vm − 1

2
uT

s
us + 1

2
vT

s
vs (20)

where all variables are measured at the current timet .
Substituting eqs. (11) and (12) and integrating, we find that

all input power is stored according to

Estore(t) =
t∫

0

Pin dτ =
t∫

t−T

1
2
uT

m
um + 1

2
vT

s
vs dτ ≥ 0 (21)

assuming zero initial conditions. The wave energy is thus tem-
porarily stored while the waves are in transit, making the com-
munications not only passive, but also lossless. This is inde-
pendent of the selected output equations (15)–(18) and the
actual delay timeT . Furthermore, it does not require knowl-
edge of the delay nor equal delays in forward and reverse
paths.

4.3. Spring and Inertial Characteristics

We have noted that the communications element may play the
role of either an impedance or an admittance by outputting and
commanding either a force or velocity respectively. It takes
characteristics from both alternatives.

In particular, it will exhibit a spring-like deflection under
constant force inputs

Fm = Fs = Kcomm (xm − xs) (22)

while maintaining momentum like an inertia in free space:

ẋm = ẋs = 1

Mcomm

t∫
0

Fm − Fs dτ. (23)

To determine the stiffness, we examine the deflection
�x(t). From eqs. (2), (11), and (12) we find that

�x(t) = xm(t) − xs(t) = 1√
2b

t∫
t−T

um(τ ) − vs(τ ) dτ. (24)

In steady state, if both sides have reached a constant position,
we find that the forces must be equal on both sides

Fm = Fs = √
2b u = −√

2b v. (25)

We can furthermore combine these equations and see that the
forces are also proportional to the deflection with the stiffness

Kcomm = b

T
. (26)

This is a steady-state result as the delay obviously prevents the
immediate feedback of a true spring.Also notice that the value
depends on both the wave impedanceb and the actual delay
time T . In particular, for small delays the stiffness becomes
very large and the communications appear much like a rigid
connection.

Should the element see no steady-state forces but be free to
move in space, then it will conserve its momentum. Following
similar steps we find that the equivalent inertia is given by

Mcomm = bT . (27)

Again we see the dependence on the wave impedanceb and
the delayT . In this case the mass becomes zero for small
delays.

Together these two parameters define the “natural fre-
quency” of the communications as

ωcomm =
√

Kcomm

Mcomm

= 1

T
. (28)

Indeed one can imagine the wave communications as a chain
of infinitesimal lumped parameter spring/masses, which add
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to the above parameters and define a wave speed that will
transmit the wave signals to the remote site in the delay timeT .

We can also use the wave impedance as a tuning mecha-
nism to trade off the respective behaviors, selecting between a
stiff and heavy configuration and a light but flexible arrange-
ment. We use this later to control the feel of the teleoperator.
Meanwhile, the system will exhibit each characteristic when
it is placed in an appropriate context, showing stiffness under
contact and inertia in motion.

5. Simple Wave Teleoperator

We now incorporate such a wave transmission into the tele-
operator system. In particular, a wave transformation is added
to both sides, so that all delays are isolated and incorporated
passively.

5.1. Basic Layout

In general, both master and slave sides may have a separate
controller. In particular, both sides may control either posi-
tion and velocity or force. We will use this flexibility later
in Section 7, but for now we assume that the slave follows a
desired motion and is placed under PD control. Meanwhile,
the master applies the desired force directly to the joystick.
As such, this layout is closest to the traditional system with
position feedforward and force feedback. A block diagram of
the transfer functions for a single degree of freedom system
is depicted in Figure 6.

The slave PD controller uses constant symmetric positive
definite matrices for both the velocity gainB and position
gainK to force the slave to track the desired velocityẋsd . The
necessary force is

Fs = −B(ẋs − ẋsd) − K(xs − xsd). (29)

The desired velocity is decoded from the wave transformation
as

ẋsd =
√

2b us − Fs

b
(30)

and the return wave is computed by

vs = bẋsd − Fs√
2b

= us −
√

2

b
Fs . (31)

Notice that the combination of PD controller (29) and wave
transformation (30) creates an algebraic loop. The slave force
depends on the desired velocity, which in turn depends on the
current force. This loop is quickly solved by writing

ẋsd =
√

2b us + Bẋs + K(xs − xsd)

B + b
. (32)

Also, the desired position must be computed from this ve-
locity via

xsd =
t∫

0

ẋsd(τ ) dτ. (33)

In this basic form, numerical integration errors may cause a
slow drift between the actual master and slave positions. This
issue arises because the wave variable transmission does not
explicitly encode position information. It is addressed in detail
and fixed in Section 6.

On the master side, the desired force is applied to the joy-
stick without additional changes. The value is determined by
the local transformation via eq. (16) as

Fm = bẋm − √
2b vm. (34)

Finally, the right moving wave is computed from

um = bẋm + Fm√
2b

= √
2b ẋm − vm. (35)

We should also point out that all the elements are passive
and so this system is stable, regardless of the delayT . Indeed
the value need not even be known, as it is not used anywhere in
the controller. For small delays, the system reverts to a simple
PD connection between master and slave robots.

5.2. Feedback Paths

This simple teleoperator layout contains multiple internal
loops created by the wave transformations. Remember that
each wave transformation contains an apparent damping ele-
ment. So we find three distinct paths that may carry signals
back to the joystick and the operator (Figure 6).

First, for every motion of the master manipulator, there is
an immediate feedback in the form of damping created in the
wave transformation. This energy is not dissipated, but rather
used to construct the wave signal and transmitted to the remote
location. Nevertheless, this feedback appears to the operator
like a simple damper. Notice it is clearly visible in eq. (34).
Also, it is the only feedback that does not travel through the
delay.

The second path contains and is based on wave reflec-
tions at both transformations. When the right moving wave
us reaches its destination, part of the signal may return with
the left moving wavevs back towards the operator, as we see
in eq. (31). When the returning wavevm arrives at the lo-
cal transformation, it may again be reflected into the forward
path asum, as governed by eq. (35). Not only do wave reflec-
tions contain little useful information, but the cyclic layout
may allow them to last for several cycles before dying out.
They easily create unexpected disturbances and distractions
and can cause substantial performance problems. The exper-
imental results in Figure 7 display repeated wave reflections
lasting five complete cycles before dying out.
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Based on the discussion of Section 4.3, the wave reflections
can also be interpreted as a resonance of the wave communi-
cations at its “natural frequency”. The communication itself
is furthermore lossless, so the oscillations continue until the
energy is dissipated by either the master or slave subsystems.

The third and final path moves signals from the remote
robot via the PD controller back to the operator. This is the
main feedback path and provides the information needed to

complete the tasks. Whether motion occurred or contact was
made is described by the slave position and velocity and ap-
pears in the tracking error. The slave force encodes this in-
formation and provides a close representation of the actual
contact forces. Its feedback to the operator is the main goal
of the system.

Of the three feedback components, the last contains the
important data and must be protected. The first creates appro-
priate damping and is easily tolerable if not even beneficial,
but the second, being the wave reflections, can cause signifi-
cant problems and overshadow the others. It is this feedback
path that we need to eliminate, for example by impedance
matching the controllers, as demonstrated in Section 7. Alter-
natively, we may wish to add wave filters to reduce the effect
of the reflections, as described in Section 7.4.

6. Position Feedback

We have noted that the only data being transmitted between
the two locations consist of wave signals that implicitly con-
tain velocity and force information. So far we have not seen
any direct position feedback nor an explicit guarantee of posi-
tional convergence between master and slave. Position infor-
mation only appeared via integration of the velocity command
in eq. (33).

This is consistent with the passivity approach, which can-
not guarantee the power necessary to move either robot to
any position. Imagine moving the master to a new location
differing from the slave location and holding it there firmly.
Also imagine the slave in contact and prevented from moving.
Forcing the position of the master back to its original position
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and hence back to the slave position may require more en-
ergy than is available. Thus the system cannot guarantee such
convergence in all cases.

The lack of position feedback is also consistent with the
notion that a wave-based system will change roles to adapt
to the current task. If contact is made, the system will act as
a force controller which generally does not consider position
convergence.

In practice, most applications require position feedback
and seek a guarantee of tracking between master and slave
that is robust to numerical errors and based on actual position
measurements.Two solutions to this problem have been devel-
oped. First, we may transmit the wave integrals in addition to
the wave signals. These integrals contain position information
and can be constructed directly from position measurements.
Similarly, they can be decoded to provide position commands.

The second solution adds a corrective term to the actual
wave command in response to any observed drift between the
two robots. This strategy establishes absolute position feed-
back and handles any initial position offsets as well. It gen-
erates smooth behavior within the limitations imposed by the
passivity requirements.

6.1. Theoretical Position Tracking

The wave-based teleoperator layout proposed in the previous
section will force the master and slave robot velocities to track
each other. In theory, this also forces the robot positions to
track each other, reducing the steady-state position error to
zero. However, this relies on the numerical integration of the
desired slave velocity into a desired position (33), so that in
practice the master and slave may drift apart.

First consider ideal conditions without numerical errors.
The master and the desired slave positions can be computed
as

xm(t) = 1√
2b

t∫
0

um(τ ) + vm(τ ) dτ (36)

xsd(t) = 1√
2b

t∫
0

us(τ ) + vs(τ ) dτ. (37)

Their difference forms the position error across the wave com-
munications. Substituting the transmission equations (11) and
(12) we find

�xcomm(t) = 1√
2b

t∫
t−T

um(τ ) − vs(τ ) dτ. (38)

In steady state, when the wave signals have decayed to zero
without any velocity or force inputs, this position error is zero.
Hence the desired slave position exactly equals the master lo-
cation. Without force inputs, the PD controller will guarantee
that the actual slave position also converges there.

Unfortunately, this argument is susceptible to errors be-
cause it assumes that the transmission and integration are per-
fect, for example

t−T∫
0

um(τ ) dτ ≡
t∫

0

us(τ ) dτ. (39)

Moreover, the resulting algorithm must actually compute the
desired slave position by integrating a velocity signal via
eq. (33) or eq. (37). Also any initial position offsets will re-
main undetected and hence unchanged.

In practice, the desired position may drift from its theoret-
ical value and the system may see slow drift between the two
robots for several reasons.

• Discrete sampling. The algorithms are usually imple-
mented on digital computers with finite sampling rates.
Integration is necessarily replaced by a finite summa-
tion.

• Numerical errors. The data are also represented with
finite precision, so that the continual summation may
accumulate the effect of many roundoff errors.

• Data loss. Should the transmission ever lose any data,
the integration will always be shifted by the correspond-
ing amount.

However, we should also point out that given today’s digital
computers, these errors are typically very small and do not
accumulate to noticeable levels until after very long periods
of operation.

6.2. Transmitting the Wave Integrals

Just as the wave signals encode velocity and force, their inte-
grals encode position and momentum information. Comput-
ing and transmitting these values can provide explicit position
information and prevent the above-mentioned problems.

The integrated wave variables are defined as

U(t) =
t∫

0

u dτ = bx + p√
2b

(40)

V(t) =
t∫

0

v dτ = bx − p√
2b

(41)

and encode positionx and momentump, which is the integral
of force

p =
t∫

0

F dτ. (42)



Niemeyer and Slotine / Telemanipulation 883

The position information can be measured directly with-
out problems. However, the momentum data are not as easy
to obtain and need to be integrated numerically. In essence,
we have shifted the problem from integrating velocity into
position to integrating force into momentum. However, while
the same errors may still appear, we place little or no impor-
tance on the actual momentum value. Velocity signals are still
contained in the original wave variables and do not depend on
this new quantity. Fortunately, we may actually circumvent
the long-term integration, as noted below.

The communications should transmit both wave and inte-
grated wave signals. To use the added information, the system
should be extended as follows. On the slave side, the force is
integrated into momentum

ps =
t∫

0

Fs dτ, (43)

after which the incoming wave integral and momentum de-
termine the desired position

xsd =
√

2b Us − ps

b
, (44)

and finally the desired position and momentum specify the
returning wave integral

Vs = bxsd − ps√
2b

. (45)

On the master side, the command wave integral is computed
directly from the actual position measurements and the in-
coming wave integral

Um = √
2b xm − Vm. (46)

A closer examination shows that this extension actually
implements the following behavior

xsd(t) = 2xm(t−T ) − xsd(t−2T ) − 1

b

t∫
t−2T

Fs(τ ) dτ, (47)

which we can also compute directly. In this alternative form,
the position information is transmitted directly and we need
not use the momentum. However, we do need to integrate the
forceFs over a finite period of time.

Using either form, the desired slave position is now based
on the master position, preventing any drift. Also notice that
these developments do not affect passivity. Indeed they only
explicitly guarantee what theoretically should be true already.
As such, they do not interfere with any other elements of
the system and are generally ignored during the following
sections. If needed, this type of position feedback via the wave
integrals can be added to any wave system.

6.3. Single Channel Transmissions

At first glance, transmitting the wave integral, as proposed
above, would seem to require additional channels or band-
width in the communications. In fact this is not the case, as
we can combine a wave signal with its integral into a single
quantity. Then, after reception on the other side, the values
can be recovered.

This coding/decoding process is depicted in Figure 8 for
the right moving wave. It is accurate and numerically stable.
In particular, add both values before transmission,

Um = Um + 1

λ
um (48)

send

Us(t) = Um(t−T ) (49)

and separate via a stable first-order filter

us = λ(Us − Us) Us =
t∫

0

us dτ, (50)

whereλ is the positive constant bandwidth of the filter.
This makes use of the fact that the two values are closely

related via integration or differentiation. The choice of the
bandwidthλ is arbitrary and may be used to scale the aver-
age magnitudes ofU and u. It should, however, always be
significantly less than the sampling rate of the digital imple-
mentation.

In effect, the combinationU encodes all information re-
quired to operate the system—position, velocity, and force—
into a single value, and the decoding and wave transformations
extract the information as needed.

6.4. Adjusting the Wave Command

The second method for providing absolute position feedback
observes the drift error between the two sides of the wave com-
munications and adds a corrective term to the wave command.
It can also handle initial position offsets and temporary trans-
mission losses, generating smooth position tracking without
sudden step inputs.

Using the notation of Figure 9, we define the actual wave
commandum based on the uncorrected valueûm, which is
computed as before by eq. (35), and the corrective term�um

as

um = ûm + �um. (51)

Also we define the actual position difference between the
two sides of the communications to be computed on the master
side, hence using the delayed slave desired position, as

�xactual(t) = xm(t) − xsd(t−T ). (52)
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The spring-like characteristics of the transmission may
produce a deflection between the two sides, so this position
difference need not remain at zero. Instead, we can predict
the value for the difference, substituting the wave definitions
and transmission equations, and assuming perfect initial con-
ditions and no wave corrections, as

�xpredicted(t) = 1√
2b

t∫
t−2T

um(τ ) dτ. (53)

The position difference should thus reach zero in steady state
when no further forces are applied, i.e., when the wave com-
mands reach zero.

This leads us to the drift errord(t)

d(t) = �xpredicted(t) − �xactual(t), (54)

which should remain at zero. Finally, the derivative of the drift

errord(t) is related to the corrective wave term�um via

ḋ(t) = 1√
2b

�um(t). (55)

We adjust the wave command to change and reduce any
existing drift errors, using

�um = −√
2b λ d, (56)

whereλ is the bandwidth of this new feedback path.Any other
value will also work as long as�um andd are of opposite sign.

Unfortunately, this added feedback path does not contain
any power source or any power flow. So as not to disturb the
passivity criterion, the corrective term may not introduce any
power into the system. Hence, the corrected wave command
must be bounded by the uncorrected (original) version

1
2
uT

m
um ≤ 1

2
ûT

m
ûm. (57)
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In addition, we do not want the final system to confuse the
operator, so we require that both corrected and uncorrected
wave commands are of the same sign (for each degree of
freedom).

We satisfy these requirements by modulating the magni-
tude of the desired correction (56) in each degree of freedom
according to

�um =




0 if dûm < 0

−√
2b λ d if dûm > 0 and

√
2b λ |d| < |ûm|

−ûm if dûm > 0 and
√

2b λ |d| > |ûm|
(58)

and are thereby assured of passivity and hence stability. The
corrective term�um and the drift errord are never of the same
sign, so that the drift error will never increase. Instead, it will
decrease once the system detects appropriate wave commands
and associated power. This “waiting” behavior is a side effect
of passivity, where the system cannot force tracking until it
receives some power input from the operator.

Figure 9 displays the procedure. The added feedback path
is depicted by dashed lines, because it does not contain wave
variables or any power flow. The new bandwidthλ may be
quite small as the drift errors should be minimal. It is best
chosen to remove initial position differences in an acceptable
time frame.

In effect we have added a second, higher-level feedback,
operating on a slower time-scale and using only “leftover
power” unneeded by the primary loop. Its only purpose is
to slowly compensate for tracking errors that build up over
time or are unobserved by the inner feedback loop (e.g., ini-
tial conditions or loss of the wave signal). This may even be
compared to supervisory control behavior.

Finally, note that this type of position feedback may also
be added to other wave-based systems with an appropriate
redefinition of the expected position difference and the drift
error.

7. Impedance Matched System

In Section 5 we determined that wave reflections may occur
and should be avoided if possible, as they distract the operator
and can lead to oscillatory behavior. Such behavior has been
compared to an underdamped resonance of the wave com-
munications at its natural frequency. Wave reflections appear
when a wave signal hits an element with an impedance un-
equal to its own wave impedanceb. So, to reduce reflections,
we try to match the impedance for both master and slave sub-
systems. This is analogous to using master and slave energy
dissipation as damping for the communications resonance.

In the following we discuss such efforts, describe the re-
sulting symmetric teleoperator system and its contact behav-
ior, and finally introduce wave filters. These filters provide an
alternative or additional method for reducing reflections and
adjusting wave dynamics.

7.1. Impedance Matching Design

Impedance matching can be decomposed into two steps. In the
first step, both the master and slave subsystems are configured
and tuned independently. Each appears as a pure damper to
the wave commands, although their impedance value remains
unspecified. This value is selected and adjusted in step two,
detailed below, according to the desired task.

In general, impedance matching requires making the dy-
namics of each subsystem appear as a simple damper to the
wave commands. This allows dissipation of all incoming en-
ergy associated with the wave commands, and without this en-
ergy, no reflections can occur. Only initial conditions, external
inputs, and disturbances will create a return wave, providing
the user with clean and appropriate information.

The process includes tuning specific to the subsystem
and/or hardware, as well as for the expected operating condi-
tion. It often necessitates additional control elements. In our
case, both master and slave robots operate mostly in free space
and present inertial behavior to the system. So, in an uncon-
trolled situation, the transfer function between velocity and
force and thus their apparent impedance is of the form

L(F )

L(ẋ)
= ms, (59)

whereL(.) denotes the Laplace transform. This transfer func-
tion is complex valued and cannot be directly matched to
the real valued impedance of a damper. Counterbalancing the
phase shift in the transfer function requires the use of a capac-
itive or spring element and hence a PD-type controller. Force
control, which the simple teleoperator in Section 5 uses at the
master side, is not appropriate. This motivates a symmetric
configuration with impedance controllers at both sites. Fig-
ure 10 shows the block diagram of transfer functions, depicted
for a single degree of freedom.

More specifically, both impedance controllers accept a ve-
locity command from the incoming waves and return forces.
The transfer function between the velocity commandẋd and
the controller’s feedback forceFc is

L(Fc)

L(ẋd)
= R + (ms + D)(Bs + K)

ms2 + Ds + Bs + K
. (60)

Tuning the impedance controller according to

D = λm B = λm K = λ2m R = b − λm

(61)

simplifies the dynamics to

L(Fc)

L(ẋd)
= R + λm = b. (62)

Indeed, this is nothing other than a critically damped PD con-
troller, which causes the robot velocity to track the command
in a first-order fashion

L(ẋ)

L(ẋd)
= (Bs + K)

ms2 + Ds + Bs + K
= λ

s + λ
. (63)
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Fig. 10. The symmetric impedance matched teleoperator uses PD control on both sides to eliminate wave reflections.

The bandwidthλ remains independently tunable to best match
the amplifiers, unmodeled dynamics or other characteristics
of each robot. Other controllers that produce equally simple
closed-loop dynamics may also be used. They may even be
necessary if the robots exhibit significant nonlinear dynam-
ics or friction. Essential to impedance matching is only that
the feedback term from the controller to the wave transfor-
mation provides a simple, real valued impedance in normal
operating conditions, and that this feedback also encodes the
information necessary to operate if conditions change.

Returning to our case, either the master or slave robot
may encounter a disturbance inconsistent with motion in
free space, arising from contact with the human operator or
by touching the remote environment. The disturbance force
Fdisturbance is passed to the wave transformation via the con-
troller’s feedback forceFc as

L(Fc)

L(Fdisturbance)
= λ

s + λ
. (64)

Notice the similarity between eqs. (63) and (64). This is a side
effect of the use of passive strategies, where both signals pass
through the same controller elements and are shaped in the
same fashion.

7.2.Wave Impedance Tuning andVirtual Tool Interpretation

Having designed and tuned each subsystem independently to
appear to the wave transformations as a simple damper, the
wave impedance can now be selected based on the desired
task.

First, briefly review the symmetric configuration of Fig-
ure 10. The wave communications element now acts as a true
admittance: it connects the master and slave impedances, ob-
serves forces on both sides and updates the desired motions as
needed. It is the stiffness of the communications, as derived in
Section 4.3, together with the impedance controller stiffness,
that determines the final force-feedback behavior.

Also note the introduction of two dissipation elements in
both impedance controllers:R andD. The dampingD is used
to create a critically damped response, necessary for the dy-
namic simplification. The dampingR is added to match the
plain controller impedance to the wave impedance and help
dissipate the communications resonance if needed.

Together the entire system can be related to the virtual tool
via the mechanical parameters of total inertia, damping, and
steady-state stiffness (Niemeyer and Slotine 1997a):

M = Mm + bT + Ms (65)

B = 2b (66)

K−1 = K−1
m

+
(

b

T

)−1

+ K−1
s

. (67)

This perspective clearly shows how the time delayT deterio-
rates both the inertial and stiffness properties, while the wave
impedanceb trades off the two aspects.

To tune the wave impedance, we must examine the desired
task. For free space motions with no expected contact or other
disturbance forces, reduceb as far as possible to minimize
damping and inertial effects and allow quick moves. During
this task no wave responses or reflections will appear, and the
user can work freely, as though there was no force feedback
at all.

When we expect contact with the remote environment, we
increaseb. Higher values ofb provide more resistance to mo-
tion, which will prevent the manipulator from creating high
impact forces. Also the increased steady-state stiffness en-
sures that contact forces are fed back to the master in close
proximity to the actual contact location, providing good spa-
tial resolution.

In essence, the wave impedance assumes the role of a crude
predictor of the task and environment, allowing the system to
tune itself to respond in the best possible fashion. The only im-
mediate feedback to the user (path 1 in Figure 6) is viab in the
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wave transformation, so thatb is literally a zero-order approx-
imation and prediction of the environment, distinguishing free
and constrained motion. The user can adjust this prediction ef-
ficiently by anticipating upcoming changes in the interaction,
but expanded wave predictors could also be used to automate
the process.

Finally notice the lower limit for the wave impedanceb

from eq. (61)

b ≥ B = D = λm. (68)

To ensure impedance matching, the wave impedance must
always be greater than or equal to the master or slave dissi-
pation, because a passive controller can only add damping.
If the lower limit on b is too high, we have to retune the
master/slave controllers to a lower bandwidth with lower dis-
sipation requirements.

7.3. Contact Behavior

The impedance matching process was performed under the as-
sumption that both robots move as pure inertias in free space,
eliminating all returning waves. When contact is made, this
model is no longer valid, and the returning wave signals carry
the contact information.

To study the extreme case, consider contact with a rigid
environment. We find the returning wavevs governed by

L(vs)

L(us)
= − Ks

2bs + Ks

, (69)

which is a low-pass filter of bandwidthKs/2b. Increasing the
wave impedance will therefore lower the filter bandwidth and
prevent the reflections from becoming oscillatory and disori-
enting the operator. This observation is consistent with the
above (on-line) tuning process, which calls for a high wave
impedance for good force clarity during contact operations.

Hence the impedance matched teleoperator, together with
appropriate on-line tuning of the wave impedance, can achieve
good performance both in free space and in contact. For ex-
ample, see Figure 11 which shows a force applied to the en-
vironment after the slave manipulator reaches a rigid contact.
The wave impedance was tuned high in this test and the minor
reflections disappear quickly.

7.4. Wave Filtering

Finally, if the operator behavior or environment contacts vary
widely, or if the impedance matching process cannot be com-
pleted or fails for other reasons, wave reflections can also be
reduced with wave filters. Wave filters smooth the system be-
havior regardless of operating conditions or task. However,
they also reduce tracking performance and should therefore
be used sparingly, and only if reflections become disruptive.

Inserting a filter into the wave transmission path between
master and slave site does not affect passivity. Indeed the wave
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Fig. 11.A contact force may be applied and felt by the operator
even for a delay ofT = 1.0 s. The upper graph of master and
slave positions shows initial, delayed tracking and a steady-
state deflection after the slave has made contact. The lower
graph of master and slave forces demonstrates that the force
applied to the master is transferred to the slave contact force
after impact.

variables are constructed to be unaffected by delays or phase
lag. The only requirement on the filters is that their gain must
be limited below unity, so, for example, linear filters may
not be underdamped. Filtering creates a smoother behavior
by eliminating the high-frequency components often seen in
the wave reflections. Generally the filter constants should be
chosen such that the bandwidth is close to the actual time
delay which dominates the closed-loop behavior.

For example, using first-order linear filters would update
the wave communications of eqs. (11) and (12) to

d

dt
us(t) + λus(t) = λum(t−T ) (70)

d

dt
vm(t) + λvm(t) = λvs(t−T ), (71)

whereλ might be set to 1/T .
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PD controllers.

However, unlike impedance matching, the filters also re-
duce some of the feedback signals we want the operator to
observe, because they cannot and do not distinguish between
reflections and important wave signals. As such they may
also reduce performance, as demonstrated with the system
parameters

M = Mm + bT + b

λ
+ Ms (72)

B = 2b (73)

K−1 = K−1
m

+
(

b

T

)−1

+ (bλ)−1 + K−1
s

. (74)

Wave filtering increases inertia and reduces stiffness, much
like the pure delay.

This approach is analogous to directly damping the wave
communications resonance, instead of relying on the dissipa-
tion in the master/slave subsystems to absorb wave reflections
and oscillations. The communications system removes some
of the wave energy as it is transmitted and is no longer lossless.

To salvage the high-frequency data lost by filtering, the un-
filtered wave may still be presented to the operator in another
form. For example, placing the signal on an auditory or tac-
tile channel will allow the operator to hear or feel important
high-frequency events such as impact or stick/slip.

Finally, notice that we have hereby begun to add controllers
directly in the wave domain. Ultimately, as depicted in Fig-
ure 12, this strategy could eliminate the need for explicit mas-
ter/slave PD controllers and the entire system could be con-
structed in wave space (Niemeyer and Slotine 1997b).

8. Conclusions

The use of wave variables in the data transmission of a tele-
operator, as well as for analysis and design, leads to a system
that operates predictably and reliably even for large delays.
This architecture demonstrates many benefits, as follows.

• The use of wave variables provides robustness to delays
of any magnitude. For zero delay, the system automati-
cally reverts to a classic teleoperator configuration. For

small delays, the system remains transparent and stable;
local controllers can be designed without change.

• For larger delays, appropriate design procedures, in-
cluding impedance matching and possibly wave filter-
ing, follow the design goal of a virtual tool. Under this
paradigm the wave variable approach inherently ad-
justs system performance to account for delay-induced
limitations.

• The wave impedance or impedance matrix provides an
on-line tuning mechanism to trade off the system pa-
rameters of reflected inertia and stiffness. This choice
selects between the extrema of a light but flexible setup
and a stiff yet heavy configuration. The wave imped-
ance can and should be adjusted by the user to enable
either fast motion or sensitive force feedback as best
suited to the current task.

Equivalently, the wave impedance encodes a crude ap-
proximation of the expected remote environment. Hav-
ing the user adjust this parameter based on the ac-
tual observed environment allows the system to be-
have most appropriately. This capability also suggests
future extensions with more sophisticated wave-based
predictors.

• Wave variables implement a type of symmetric and hy-
brid encoding, which removes the need for distinct posi-
tion or force control algorithms and unifies admittance
and impedance elements. This flexibility makes them
well suited for implementation and application to vari-
ous tasks.

• When utilizing the wave integrals, the system can com-
bine all relevant information—position, velocity, and
force—into a single quantity. This dense coding can
reduce transmission requirements.

• A supervisory-type higher-level feedback loop may be
added to overcome initial conditions, temporary trans-
mission losses, and numerical drift which are uncom-
pensated by the primary loop. Operating on a slower
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time-scale and using only leftover power, this feedback
ensures position tracking without interfering with the
basic design.

• Impedance matching allows for distinct and optimal
tuning of local and remote controllers to their respective
robots and anticipated operating configurations, mini-
mizing wave reflections. Optional wave filters provide
additional means of shaping wave responses. The wave
impedance remains tunable to the desired task.

• Wave variables also provide a framework which we
have been able to extend to fluctuating or variable com-
munication delays, as they appear in Internet telema-
nipulation. This brings the promise of interaction with
remote environments or other users to a much larger
audience.

• Wave variables lack a direct physical manifestation and
are less familiar than position and force signals. Never-
theless, wave variables mimic natural phenomena and
provide important properties that may be useful to other
analysis and controls applications as well. Early results
indicate that designing a control system entirely in the
wave domain may lead to new insights and strategies.

Using this philosophy we have been able to establish and
operate a telerobot with a constant round trip delay of 2 s, as
well as over the Internet with delays varying from 50 ms to
1 s. We hope that these developments will extend the use of
force reflecting teleoperation.

Acknowledgments

We would like to express our gratitude to Ken Salisbury for the
use of his excellent hardware. This paper describes research
carried out at the Nonlinear Systems Laboratory and the Ar-
tificial Intelligence Laboratory of the Massachusetts Institute
of Technology. Support for the work has been provided in part
by Furukawa Electric, and by the National Aeronautics and
Space Administration.

References

Anderson, R. J. 1995. Smart: a modular control architecture
for telerobotics.IEEE Robotics and Automation Magazine
2(3):10–18.

Anderson, R. J., and Spong, M. W. 1989. Bilateral control
of teleoperators with time delay.IEEE Transactions on
Automatic Control 34(5):494–501.

Anderson, R. J., and Spong, M. W. 1992. Asymptotic stability
for force reflecting teleoperators with time delay.Interna-
tional Journal of Robotics Research 11(2):135–149.

Arioui, H., Kheddar, A., and Mammar, S. 2002. A predic-
tive wave-based approach for time delayed virtual envi-

ronments haptics systems.Proceedings of the IEEE Inter-
national Workshop on Robot and Human Interactive Com-
munication, Berlin, Germany.

Bejczy,A. K., Kim, W. S., and Venema, S. C. 1990. The phan-
tom robot: predictive displays for teleoperation with time
delays.Proceedings of the IEEE International Conference
on Robotics and Automation (ICRA), Cincinnati, OH.

Benedetti, C., Franchini, M., and Fiorini, P. 2001. Stable track-
ing in variable time-delay teleoperation.Proceedings of the
IEEE/RSJ International Conference on Intelligent Robots
and Systems (IROS), Maui, Hawaii, October, pp. 2252–
2257.

Brady, K., and Tarn, T.-J. 2001. Internet-based teleopera-
tion. Proceedings of the IEEE International Conference
on Robotics and Automation (ICRA), Seoul, South Korea,
pp. 644–649.

Daniel, R., and McAree, P. 1998. Fundamental limits of per-
formance for force reflecting teleoperation.International
Journal of Robotics Research 17(8):811–830.

Desoer, C. A., and Vidyasagar, M. 1975.Feedback Systems:
Input-Output Properties. Academic, New York.

Eusebi, A., and Melchiorri, C. 1998. Force reflecting telema-
nipulators with time-delay: Stability analysis and control
design.IEEE Transactions on Robotics and Automation
14(4):635–640.

Ferrell, W. R. 1965. Remote manipulation with transmission
delay.IEEE Transactions on Human Factors in Electronics
6(1):24–32.

Fiorini, P., and Oboe, R. 1997. Internet-based telerobotics:
problems and approaches.Proceedings of the Interna-
tional Conference on Advanced Robotics, Monterey, CA,
pp. 765–770.

Funda, J., Lindsay, T. S., and Paul, R. P. 1992. Teleprogram-
ming: toward delay-invariant remote manipulation.Pres-
ence 1(1):29–44.

Ganjefar, S., Momeni, H., and Janabi-Sharifi, F. 2002. Tele-
operation systems design using augmented wave-variables
and Smith predictor method for reducing time-delay ef-
fects.Proceedings of the International Symposium on In-
telligent Control, Vancouver, BC, Canada.

Hannaford, B. 1989. A design framework for teleoperators
with kinesthetic feedback.IEEE Transactions on Robotics
and Automation 5(4):426–434.

Hashtrudi-Zaad, K., and Salcudean, S.E. 2001. Analysis of
control architectures for teleoperation systems with im-
pedance/admittance master and slave manipulators.Inter-
national Journal of Robotics Research 20(6):419–445.

Hashtrudi-Zaad, K., and Salcudean, S. E. 2002. Transparency
in time-delayed systems and the effect of local force feed-
back for transparent teleoperation.IEEE Transactions on
Robotics and Automation 18(1):108–114.

Kikuchi, J., Takeo, K., and Kosuge, K. 1998. Teleopera-
tion system via computer network for dynamic environ-
ment.Proceedings of the IEEE International Conference



890 THE INTERNATIONAL JOURNAL OF ROBOTICS RESEARCH / September 2004

on Robotics and Automation (ICRA), Leuven, Belgium,
pp. 3534–3539.

Kim, W. S., Hannaford, B., and Bejczy, A. K. 1992. Force-
reflection and shared compliant control in operating tele-
manipulators with time delays.IEEE Transactions on
Robotics and Automation 8(2):176–185.

Lane, J. C., Carignan, C. R., and Akin, D. L. 2000. Time
delay and communication bandwidth limitation on teler-
obotic control.Proceedings of Mobile Robots XV and Tele-
manipulator and Telepresence Technologies VII, Boston,
MA.

Lawrence, D. A. 1993. Stability and transparency in bilateral
teleoperation.IEEETransactions on Robotics andAutoma-
tion 9(5):624–637.

Leung, G. M. H., Francis, B. A., and Apkarian, J. 1995. Bi-
lateral controller for teleoperators with time delay viaµ-
synthesis.IEEE Transactions on Robotics and Automation
11(1):105–116.

Lozano, R., Chopra, N., and Spong, M. W. 2002. Passiva-
tion of force reflecting bilateral teleoperators with time
varying delay.Proceedings of Mechatronics Conference,
Entschede, the Netherlands.

Massaquoi, S. G. and Slotine, J.-J. E. 1996. The intermedi-
ate cerebellum may function as a wave variable processor.
Neuroscience Letters 215:60–64.

Massimino, M. J. 1995. Improved force perception
through sensory substitution.Control Engineering Prac-
tice 3(2):215–222.

Massimino, M. J., and Sheridan, T. B. 1994. Teleoperator per-
formance with varying force and visual feedback.Human
Factors 36(1):145–157.

Mirfakhrai, T., and Payandeh, S. 2002. A delay prediction ap-
proach for teleoperation over the Internet.Proceedings of
the IEEE International Conference on Robotics and Au-
tomation (ICRA), Washington, DC, May 11–15.

Munir, S., and Book, W. J. 2002. Internet-based teleoperation
using wave variables with prediction.IEEE/ASME Trans-
actions on Mechatronics 7(2):124–133.

Munir, S., and Book, W. J. 2003. Control techniques and pro-
gramming issues for time delayed Internet based teleop-
eration.Journal of Dynamic Systems Measurement and
Control 125(2):205–214.

Niculescu, S.-I., Taoutaou, D., and Lozano, R. 2003. Bilateral
teleoperation with communications delay.International
Journal of Robust and Nonlinear Control 13:873–883.

Niemeyer, G. 1996.Using Wave Variables in Time Delayed
Force Reflecting Teleoperation, PhD thesis, MIT, Cam-
bridge, MA.

Niemeyer, G., and Slotine, J.-J. E. 1991. Stable adaptive tele-
operation.IEEE Journal of Oceanographic Engineering
16(1):152–162.

Niemeyer, G., and Slotine, J.-J. E. 1997a. Designing force re-
flecting teleoperators with large time delays to appear as
virtual tools.Proceedings of the IEEE International Con-
ference on Robotics and Automation (ICRA),Albuquerque,
NM.

Niemeyer, G., and Slotine, J.-J. E. 1997b. Using wave vari-
ables for system analysis and robot control.Proceedings
of the IEEE International Conference on Robotics and Au-
tomation (ICRA), Albuquerque, NM.

Niemeyer, G., and Slotine, J.-J. E. 1998. Towards force re-
flecting teleoperation over the Internet.Proceedings of the
IEEE International Conference on Robotics and Automa-
tion (ICRA), Leuven, Belgium, Vol. 3, pp. 1909–1915.

Niemeyer, G., and Slotine, J.-J. E. 2001. Towards bilateral
Internet teleoperation.Beyond Webcams: An Introduction
to Internet Telerobotics, K. Goldberg and R. Siegwart, ed-
itors. MIT Press, Cambridge, MA.

Oboe, R., and Fiorini, P. 1998. A design and control environ-
ment for Internet-based telerobotics.International Journal
of Robotics Research 17(4):433–449.

Sayers, C. P., Paul, R. P., Whitcomb, L. L., and Yoerger,
D. R. 1998. Teleprogramming for subsea teleoperation us-
ing acoustic communication.IEEE Journal of Oceanic En-
gineering 23(1):60–71.

Sheridan, T. B. 1992.Telerobotics, Automation, and Human
Supervisory Control. MIT Press, Cambridge, MA.

Sheridan, T. B. 1993. Space teleoperation through time delay:
review and prognosis.IEEE Transactions on Robotics and
Automation 9(5):592–606.

Slotine, J.-J. E., and Li, W. 1991.Applied Nonlinear Control.
Prentice Hall, Englewood Cliffs, NJ.

Smith, O. J. M. 1957. Closed control of loops with dead time.
Chemical Engineering Progress Transactions 53(5):217–
223.

Spong, M. W. 1993. Communication delay and control
in telerobotics.Journal of the Japan Robotics Society
11(6):35–42.

Stramigioli, S., van der Schaft, A., Maschke, B., and Mel-
chiorri, C. 2002. Geometric scattering in robotic telema-
nipulation.IEEE Transactions on Robotics and Automa-
tion 18(4):588–596.

Yokokohji, Y., Imaida, T., and Yoshikawa, T. 1999. Bilateral
teleoperation under time-varying communication delay.
Proceedings of the IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS), Kyongju, South
Korea.

Yokokohji,Y., Tsujioka, T., andYoshikawa, T. 2002. Bilateral
control with time-varying delay including communication
blackout.Proceedings of the IEEE Symposium on Haptic
Interfaces for Virtual Environment and Teleoperator Sys-
tems, Orlando, FL.


