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Hamiltonian formulation of bond graph models ?

At the First IFAC workshop NOLCOS, Capri, Italy June, 1989 discussion with
Arjan around the version of the paper that I submitted:, ”Geometrical
formulation of the Bond– Graph dynamics with application to mechanisms”,
Journal of the Franklin Institute, vol. 328, No 5/ 6, pp. 723– 740, 1991.

B. Musc~hkr 

FIG. 5. The dclinilion of the symplectic gyrator. 

f’ = e*J (gal 

where f and e are respectively the coordinate vectors of the flows and efforts at the 

ports of the SGY and 

J= (Xb) 

This is exactly the matricial expression of )I’# projected in some symplectic coor- 

dinate frame (see Fig. 5) of an underlying symplectic manifold (, N, w). 

Let us now consider u cony?lc~tc hotulyyd~ composed of an array of tz capacitors 

and an array of h- symplectic gyrators interconnected through a junction structure. 

We shall suppose that the efforts associated with the power bonds. connected to 

the C elements. compose a basis : in bond graph terms, the capacitors admit integral 

causality assignment. Then the junction structure may be put in an input-output 

form equivalent to a modulated multiport transformer: the corresponding bond 

graph is represented in Fig. 6. For the sake of simplicity. we shall further suppose 

that the number of ports connected to capacitors and to symplectic gyrators is 

equal : t1 = 2k. 

We may now identify all the variables associated with the bond graph. The space 

of energy variables associated with the array of capacitors defines the state-space 

1’. as the efforts are supposed independent and as the energy functions are 1 

bijectivc, the space of energy variables I is R”. (Otherwise some efforts could be 

dependent, forcing the space of energy variables .,I to a subspace, or submanifold 

in the nonlinear case, of rw,l.) The efforts P,., and flows ./‘: of the power bonds 

connected to the capacitors ( C, I/_ ,,n are defined by the constitutive relations [Eqs. 

(5), (6)] and may be considered as the components of cotangent and tangent 

bundles of i 1, : 

e,.=dGsT*.t’ and f, = C.1’: - 
r? 

ix, 
E T. 1. (9) 

I 

where G is the total reticulated energy of the system : 

CJFQnt-lMTFt--l a,2~Wk 

t;=x f SGY 

FIG. 6. A complete bond graph. 
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Geometrical Formulation of‘ Bond Graph Dynamics 
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FIG. 7. Diagram of the symplcctic construction of the bond graph dynamics 

G = t G,(.u,). (10) 
/= I 

The efforts and flows of the port bonds of the symplectic gyrators are identical 

with the flows and efforts at the connected part of the transformer: thus they define 

dual vector bundles on L 1.. On the other hand, considering the constitutive relation 

of a symplectic gyrator [Eq. (S)], they may be identified with the tangent and 

cotangent bundles of an underlying symplectic manifold of dimension 2k = n. A 

natural identification is to choose this manifold to be L 1’ with the linear symplectic 

2-form w defined by Jn (i.e. the matrix composed of k symplectic matrices J on its 

diagonal). Finally the transformer representing the junction structure, defines then 

a fibre bundle mapping T.,,@ on T. 1’. denoted T, (indeed .N is identified with . C ‘). 

Once the bond graph variables have been identified with some geometric objects, 

the causal procedure of deriving the bond graph dynamics may be interpreted by 

the diagram of Fig. 7. 

The construction of the bond graph dynamics appears to use the symplectic 

structure as the Lagrangian and Hamiltonian formalisms. In the special case treated 

here, the underlying symplectic space c N is isomorphic to R’” as. 1’. and is endowed 

with a linear symplectic form defined by JA. However, the obtained dynamic system 

is, in general, not a Hamiltonian system, nor is its transformation, because the 

effort at the ports of the symplectic gyrator need not be an exact l-form. This is 

closely related to the existence of essential gyrators (17,lS) and was already noticed 

for electrical circuits (19). 

The causal construction of the bond graph dynamics is an alternative dynamics 

based on a symplectic structure which separates the three notions: the energy 

function defined intrinsically for each capacitor, the complex dynamical system 

defined by the junction structure which plays a role analogous to the Legendre 

transform with respect to the symplectic formalism, and the symplectic construction 

of the dynamics. 

Finally the generalized bond graph gives a topological notation to the main 

concepts of the geometric-differential interpretation of mechanical dynamics. In 

particular, the symplectic gyrator is essential to place the bond graph dynamics 

among the symplectic formalisms and give a topological formulation to the pairing 

0. 

(c) E.xumple qfa simple mechanical system 

The example is a system of two masses related by a spring (Fig. 8a) and con- 

strained to move along an axis, which was extensively discussed regarding the 

formulation of the associated dynamics (12) and regarding the paradoxical question 
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Hamiltonian formulation of network models : port
Hamiltonian systems

B. M. Maschke, A. J. van der Schaft and P. C. Breedveld, ”An intrinsic
Hamiltonian formulation of network dynamics: non– standard Poisson structures
and gyrators”, Journal of the Franklin Institute, Vol. 329, n. 5, pp. 923– 966,

1992

B. M. Maschke et al. 

procedure which leads eventually to the same reduced standard Hamiltonian system 

(49) but not via the non-standard Hamiltonian equations (48). Instead, one uses 

the fact that r = (r,, . , r,) are ~orlspn~edquantities for (50) from which it follows 

that (50) can be restricted for every constant vector r to dynamics R*“+‘, and 

subsequently may be projected to the same standard Hamiltonian dynamics (48). 

Pictorially both reduction schemes can be summarized by the commutative 

Diag. 1. 

In the present context of network representation of physical systems, however, 

the left-hand side reduction procedure appears to be the most natural one. Since this 

reduction procedure starts with the invariance (or symmetry) of the Hamiltonian 

(internal energy), the conserved quantities become fully captured in the Poisson 

structure, i.e. the ycorn~tr~~ underlying the general Hamiltonian equations (48). 

Indeed the conserved quantities are determined by the Casimir functions for this 

Poisson structure, irxl~qendec~tl~ from the Hamiltonian of (48). 

Remark 2. Let us mention that we have restricted ourselves to a purely loc.ul 

description of the reduction procedure from equations (50) to (49), via (48). For a 

global and coordinate free treatment, we refer to e.g. (35). see also (2). Ofparticular 

interest is the case of general Hamiltonian dynamics (48) defined on a Poisson 

manifold which is the dual of some Lie algebra V (endowed with the LieePoisson 

bracket. c;f: the discussion after example 3) such as SO*(~). Then an embedding 

standard Hamiltonian system is to be found by looking for a symplectic action of 

the corresponding (simply connected covering) Lie group on some symplectic 

manifold M (see (30,41)). In this case the momentum map M -+ V* (see (2)) provides 

the projection map from (50) to (48), and the embedding standard Hamiltonian 

system is living on this manifold M. 

Remark 3. In (41) it is shown how the dynamics of incompressible fluids, 

described as general Hamiltonian equations of motion on the dual of the Lie 

algebra corresponding to the group of volume-preserving diffeomorphisms, can be 

embedded into a standard Hamiltonian system with canonical coordinates given 

by the classical Clebsch variables. 

proJectIon X 
H( q. y. I; s ) 

restriction 

R (21+/J L/ of eq. (50) \ 

R (al+!) 

938 

of eq. (49) 

DIAG. I 

B. M. Maschke, A. J. van der Schaft and P. C. Breedveld, ”An intrinsic
Hamiltonian formulation of the dynamics of LC–circuits”, Trans. IEEE on
Circuits and Systems, I : Fundamental Theory and Applications, Vol. 42, nº 2,
pp. 73– 82, February 1995
A.J. van der Schaft and B.M. Maschke, Port-Hamiltonian systems on graphs,
SIAM J. of Control and Optimization, vol. 51, n°2, pp. 906-937, 2013
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Port Hamiltonian systems

The fundamental conservation laws :
mass
momentum
energy
electric field induction
magnetic field induction

coupled by closure relations :
thermodynamic properties
reversible and irreversible laws of fluxes

Complex systems are obtained by coupling through geometric
boundaries, multiphase systems, multilevel systems
Systems of balance equations on

continuous spatial domains : infinite-dimensional Port
Hamiltonian systems
discrete spatial domains: port Hamiltonian systems defined on
k-complexes and networks
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Some examples of Port Hamiltonian models

Some examples of Port Hamiltonian
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Pressure swing adsorption process : scheme

Is constituted by:
a column packed with
bidispersed particules of adsorbants

macroporous binder of
small microporous crystals

Extragranular phase 

Adsorption column 

Bidisperse pellet 

Macropore
Phase

Adsorbent

Adsorbed
phase

Flowing fluid 

Fig. 10 – The multiscale representation of an adsorbent bed

For the sake of simplicity, the flowing fluid is discretized by a series of Continuous Stirred
Tank Reactors : to each of these zones are associated a macropore zone and a adsorbent zone
(see the Fig. 11). The serial association of these submodels leads to the model of the column.
Furthermore we do not consider in this example the entropy balance and the power continuity
aspect of the bond graph.

Molar flow of a and b 

outlet molar flow for a and b 

Chemical potential for a and b 

         Molar flow of b 

Difference of chemical potential for a and b 

Extragranular volume 

Adsorbent

Intragranular volume 

Inlet molar flow for a and b 

Chemical potential for a and b 

Difference of chemical potential for b

Fig. 11 – Elementary lump of the adsorption column.

The model is based on the material balances of the adsorbing species and of the non-adsorbing
species for the three zones. We assume that the separation process is applied to a gas phase at
constant temperature T and constant pressure P . Moreover we suppose that within the extra-
granular and intra-granular volumes, the gas behaves like an ideal gas. A Langmuir model is
used for the representation of the adsorbate chemical potential within the adsorbent. For the
sake of simplicity, in the sequel we shall consider that we deal with a mixture of an inert,
indexed by a, and an adsorbate, indexed by b.

The bond graph of the lump model is given in Fig. 12.

15

Figure: Schematic representation of a column a), packed with absorbent
pellets b), themselves constituted by crystals c), associated with the
three scales
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Pressure swing adsorption process : 3 level model

It is represented by 3-level mathematical model:
a fluid flow dynamics at the column scale
diffusion phenomena at the macroporous medium scale
diffusion phenomena at the microporous medium scale

Extragranular phase 

Adsorption column 

Bidisperse pellet 

Macropore
Phase

Adsorbent

Adsorbed
phase

Flowing fluid 

Fig. 10 – The multiscale representation of an adsorbent bed

For the sake of simplicity, the flowing fluid is discretized by a series of Continuous Stirred
Tank Reactors : to each of these zones are associated a macropore zone and a adsorbent zone
(see the Fig. 11). The serial association of these submodels leads to the model of the column.
Furthermore we do not consider in this example the entropy balance and the power continuity
aspect of the bond graph.

Molar flow of a and b 

outlet molar flow for a and b 

Chemical potential for a and b 

         Molar flow of b 

Difference of chemical potential for a and b 

Extragranular volume 

Adsorbent

Intragranular volume 

Inlet molar flow for a and b 

Chemical potential for a and b 

Difference of chemical potential for b

Fig. 11 – Elementary lump of the adsorption column.

The model is based on the material balances of the adsorbing species and of the non-adsorbing
species for the three zones. We assume that the separation process is applied to a gas phase at
constant temperature T and constant pressure P . Moreover we suppose that within the extra-
granular and intra-granular volumes, the gas behaves like an ideal gas. A Langmuir model is
used for the representation of the adsorbate chemical potential within the adsorbent. For the
sake of simplicity, in the sequel we shall consider that we deal with a mixture of an inert,
indexed by a, and an adsorbate, indexed by b.

The bond graph of the lump model is given in Fig. 12.
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Pressure swing adsorption process : 2 scale diffusion

Dispersed two-phase heterogeneous mixture with component α and
β .

The β -phase is dispersed in the α one.

Assume there is a volume vα , characterized by a length Lα , for the
α-phase for which:

λα << Lα << Λα and Λβ ∼ λα , (1)

where:
λi is the distance over which φi varies significantly
Λi is the characteristic length of the i-phase

B. Maschke Port-Hamiltonian systems : introduction
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Pressure swing adsorption process:mass transport model

splitter 
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Fig. 12 – Bond graph of the elementary lump.

In the three zones, the material balance equations are represented by the 0 junction located
at the right of the C elements called respectively C :extra, C :intra and C :ads in reference to
the volume they represent. They are respectively given for the adsorbate by :

8
><
>:

dnextra
b

dt = F extra
be

° F extra
be

° SintraN intra
b

dnintra
b

dt = SintraN intra
b ° SadsNads

b
dnads

b

dt = SadsNads
b

(24)

where Nextra
b and N intra

b represent the fluxes due to the diÆusion toward the intragranular zone
and toward the adsorbent respectively.

In the extragranular zone, the mass balance involves the molar flows at the inlet, at the outlet
and the diÆusion flux toward the intragranular zone. The pressure equilibrium is represented
by the 2-port element called Pressure constraint which defines the total molar flow at the
outlet. In the intragranular zone, the mass balance equation involves the molar flux toward the
extragranular zone and the molar flux toward the adsorbent. The molar flow of the inert is
given by the pressure equilibrium represented by the 2-port element called Pressure constraint.
The fact that the inert is not adsorbed is represented by a zero flow source in the submodel
of the adsorbent. The splitter elements (the horizontal line in the bond graph) only permit to
proceed to scalar computations and not vectorial ones since the mathematical treatment of the
mass transfer will be diÆerent on the two species in order to represent properly the adsorption
phenomenon.

The common eÆorts for the material balances are respectively µextra
b , µintra

b and µads
b . These

thermodynamic properties are represented by a C element. In the extragranular zones and
intragranular zone, the thermodynamic properties of the mixture of inert a and adsorbate b are
represented by a 2-port C-element (C :extra and C :intra) whereas in the adsorbent, a 1-port
C-element : C :ads represents the adsorbate. They are respectively represented by :

8
><
>:

µextra
b = µ§

b(T, P ) + RT ln(yextra
b )

µintra
b = µ§

b(T, P ) + RT ln(yintra
b )

µads
b = µ§

b(T, P ) + RT ln(
qb

k1°k2qb

P ).

(25)

Finally the two diÆusion fluxes are represented by the R elements called R :intra and R :ads
respectively and their constitutive law are given by :

Ω
N intra

b = Kintra
b (µextra

b ° µintra
b )

Nads
b = Kads

b (µintra
b ° µads

b )
(26)

16
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Application to the identification of diffusion parameters

The experimental set-up of LAGEP :

Figure 1: PSA plant

5

Validation des modèles et identification des paramètres 115

thermodynamiques) pour notre modèle isotherme. A cause de grande nombre de variables
d’états pour le modèle complet (trois échelle considérées), nous avons restreint l’identifica-
tion des paramètres en considérant juste deux échelles, l’échelle extragranulaire et l’échelle
microporeuse. Nous avons identifié les paramètres pour deux expériences de séparation :

– Séparation de C6H14/N2 sur une zéolite 5A.

– Séparation de CH4/He sur une zéolite 13X

Les résultats de l’identification paramétrique sont présentés en Tableau (6.7) et les courbes
de perçage correspondant sont présenté en Figure (6.12).

Paramètre C6H14 CH4

b : Coefficient de Langmuir 1.3549 0.51324
qs : La concentration à saturation 1352.8159 1980.0146
ε : La porosité de la colonne 0.80 0.64

Dmic : Coefficient de diffusion dans les cristaux 5.5708 × 10−13 5.1 × 10−14

Dax : Coefficient de dispersion axiale 9.6524 × 10−11 5.61 × 10−5

Tab. 6.7 – Les paramètres identifiés du modèle isotherme représenté par le graphe de liai-
son en Figure (2.9) en considérant juste l’échelle extragranulaire et l’échelle microporeuse.
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Fig. 6.12 – Courbes de perçage identifiées comparées aux sorties du procédé pour le
modèle isotherme représenté par le graphe de liaison en Figure (2.9) en considérant juste
l’échelle extragranulaire et l’échelle microporeuse. (a) séparation de C6H14/N2 sur une
zéolithe 5A. (b) séparation de CH4/He sur une zéolithe 13X.

De la même manière, les paramètres physiques du modèle isotherme simplifié, repré-
senté par le modèle graphe de liaison en Figure (2.12), ont été identifiés. Le résultat de
cette identification et les courbes de perçage correspondantes sont présentés respective-
ment, pour les deux expérience, dans le Tableau (6.8) et la Figure (6.13).

Figure: Pressure Swing Adsoprtion Process of LAGEP
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Model of a microchannel

Model of a microchannel

B. Maschke Port-Hamiltonian systems : introduction



Personal history
Examples of systems with bond graph / port Hamiltonian models

A 1-D model of fluid flow: shallow water equations

One-dimensional fluid flow: the shallow water equation

state variables: x(t) =

(
p
q

)
momentum
section area of the water

total energy : H0(p, q) = 1
2
∫ b
a

ρg
W q2 + 1

ρ
qp2dz

co-energy variables :

δH0
δx =

(
qp
ρ

p2

2ρ
+ ρg

W q

)
volumic flow
hydrodynamic pressure

Port Hamiltonian systems w.r.t. canonical Stokes-Dirac
structure

B. Maschke Port-Hamiltonian systems : introduction
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Shallow water equations : control design

The control acts through motion of the gates : inversion of the
weir equation
The control design is to “shaping the energy in closed-loop” by
using Casimir functions :

the total volume
the total kinetic momentum

Controller :
The feed-forward action shapes the energy of the system and
stabilizes the total volume and momentum of the system
the feedback action introduce a proportional correction for the
closed loop (shaping the Dirac structure)
an integral action is added

B. Maschke Port-Hamiltonian systems : introduction
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Shallow water equations : experimental results

Microchannel of ESISAR (Valence)

8 B. Hamroun et al.

Fig. 3. Control strategy, P: proportional action, I: integral action and

uff
i feedforward action.

Fig. 4. Levels of energy function and LaSalle’s invariant manifold.

Fig. 5. Experimental micro-channel.

Table 1. Micro-channel parameters used in simulation.

Length L 7 meter
Width B 0.1 meter
Slope I 1.6 × 10−3

Manning–Strickler coefficient K 97
Upstream gate parameter α1 0.66
Downstream gate parameter α2 0.73
Downstream outfall height (Hdev) 0.05 meter

The obtained control laws are the same than the ones
obtained using the IDA-PBC approach. However this sec-

Q10

ond method allows us to construct a physical interpretation
of the control action. The feed-forward action shapes the

Fig. 6. Sight of the experimental micro-channel.

energy of the system and stabilizes the total volume and
momentum of the system corresponding to the desired
equilibrium point. The external power conserving inter-
connection allows to modify the skew symmetric structure
of the system and introduce a proportional correction for
the closed loop.

6. Adding of an Integral Action

The Manning–Strickler friction parameter and the
hydraulic gate parameter are poorly known numerical val-
ues since they are issued from empirical models of bed
friction within the reach and around the gates. A static
error may thus appear between the desired and the real
equilibrium points. In order to avoid this problem, an
integral action is added on each control law [20]. For
that purpose, two new states η1 and η2 are introduced
and correspond respectively to the downstream water flow
error and upstream hydrodynamic pressure error. Their
dynamics are defined by:

[
η̇1

η̇2

]

= −KT gT
u (x)

∂Hd

∂x
= −

[
k21

i −k11
i

k22
i −k12

i

]




∂Hd

∂q1

∂Hd

∂pn





(52)

Control of Port Hamiltonian Models 17
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Fig. 21. Water levels and flow responses for descending filtered water flow step reference.

This could be archived also by a local closed-loop regu-
lation of the computed actions through the gates. Using
the inversion method we obtain the corresponding gate
openings for the upstream and downstream gates:

θ1(u1) = QL

α1B

√

2g
(

u1

ρg
− hw

)

θ2(u2) = u2

α2B
√

2g(hT − h1)

(71)

where θ1 is the opening of the downstream gate and θ2
the opening of the upstream gate, hw the water level after
the downstream gate corresponding to the water level at
the discharge weir and hT the water level in the upstream
tank. From these expressions we can explicitly extract the
external physical constraints on the achievable equilibrium
profile of the system:

hT > hd > hw(Qd) (72)

The desired water level must be inferior to the water
level in the source tank and superior to the weir level

corresponding to the desired water flow. Some practical
considerations, bring us to filter the measurements in order
to attenuate the sensor noise. The experimentation proce-
dure was similar to the one used for the simulations: the
system has been given ascending and descending steps for
each water level or flow, while keeping the other refer-
ence at a constant value. Before presenting the results we
note that for technical reasons there is sometimes some
data capture errors appearing in the measures of water
levels which do not correspond to a real measures (see
Fig. 15 at t = 30s and Fig. 21 at t = 70s). The Fig. 15
shows the response to an ascending filtered level step ref-
erence with a constant desired water flow. The control
actions (upstream water flow, downstream pressure and
gate openings) are shown in Fig. 16. As we can see the con-
trol objective is satisfactorily achieved with feasible gate
solicitations.

Figs. 17 and 18 show the response and control actions
in the case of a descending filtered level step reference
scenario. Fig. 19 shows the response to an ascending fil-
tered water flow step reference while keeping the water
level around the desired value. We can see also in Fig. 20 Q5
the obtained control actions values for this scenario. They

Figure: Microchannel and level control
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Ionic polymer metal composite (IPMC) [Nishida, Takagi]

ionic polymer metal composite

B. Maschke Port-Hamiltonian systems : introduction
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Ionic polymer metal composite (IPMC)

A polyelectrolyte gel (electro-active polymers (EAPs)) between
metal electrodes

Yamaue et al., 2005) and ion migration (Tadokoro, Yamagami,
Takamori, and Oguro, 2000; Nemat-Nasser and Yu Li, 2000;
Wallmersperger, Leo, and Kothera, 2007) and black-box models for
the purpose of control, e.g., linear-quadratic regulator (LQR) control
with a linear model (Mallavarapu and Leo, 2001), proportional-
integral-derivative (PID) impedance control (Richardson et al.,
2003), a control for a nonlinear Hammerstein model with subspace
identification (Yamakita, Kamamichi, Kneda, Asaka, and Luo, 2004),
and linear robust control (Kang, Shin, Kim, Kim, and Kim, 2007).
Moreover, a number of gray-box models, which are intermediates
between system identification and theoretical models, including an
electrical andmechanicalmodel (Kanno, Tadokoro, Takamori, Hattori,
and Oguro, 1996), an electro-mechanically coupled model (Newbury
and Leo, 2003), and a distributed electrical model (Takagi, Nakabo,
Luo, andAsaka, 2007). In particular,Yi andVishniac (2006)proposeda
bond graph representation of conjugate polymers in the conventional
way (Karnopp, Margolis, and Rosenberg, 2006) of describing dis-
tributed parameter systems by using a great number of infinitesimal
lumped parameter systems.

However, for the design of actuators and further, the design of
complete actuated robots, it is crucial to handle this complexity
while retaining the physical structure of the model: this cannot be
done by using black-boxmodeling. Moreover, the model should be
versatile; it should be adaptable to designs using different approx-
imations: i.e., linearization, discretization, and finite-dimensional
reduction for numerical analysis and control designs. This paper is
aimed at describing the system as a set of partial differential
equations which both retains the physical structure and suits for
simulations and controls.

1.3. Contributions of this paper

This paper presents a multi-scale coupling model of an IPMC
expressed in terms of a distributed port-Hamiltonian (DPH) system

(Macchelli and Maschke, 2009, Chapter 4; van der Schaft and
Maschke, 2002). The model’s subsystems, taken from Bar-Cohen
(2004), Yamaue et al. (2005) and Simo and Vu-Quoc (1986), are
connected to each boundary with boundary multi-scale couplings,
which are the enhanced versions of the original boundary connec-
tions for DPH systems (Baaiu et al., 2009).

DPH systems represent systems of conservation laws in a
canonical way. Their representations are defined in terms of an
interconnected structure, resembling a network, and a storage
function, called a Hamiltonian, that represents the total energy of
the system. More precisely, the system is described by effort
variables and flow variables called port variable pairswhose product
has the dimension of power. Furthermore, the port variable pairs
defined in a domain with a boundary are related to the boundary
port variable pairs defined on the boundary. This relation ensures
that the energy change of the internal domains equals that of the
boundaries. In other words, the energy change of the internal
domains can be found by calculating the energy flux through the
boundaries. Because of this, a DPH systemcan be used for boundary
controls using passivity-based methods (Ortega, Loriá, Nichlasson,
and Sira-Ramı́rez, 1998, 2002) for instance (although this paper
does not discuss controls). Boundary multi-scale couplings inherit
this boundary energy integrability of DPH systems. Therefore,
boundary multi-scale couplings can describe a coupling model of
IPMC that is consistent with respect to energy flows without
calculating analytic solutions.

The important idea is that the port variable pairs of the detailed
system can be used as boundary connections of various reduced
models, even if the port variable pairs already exist or canbe calculated
fromothervariables. Inparticular, sinceconsiderablysimplifiedmodels
must be used in numerical calculations, more detailed control systems
couldbedesignedbyusing theboundarymulti-scale couplingsderived
fromthe theoreticalmodels. In the last section, this fact is confirmedby
the comparison with that of the coupled linearized subsystems and
experimental measurements.

Fig. 1. IPMC (left: actuation with power supply, right: dimensions).

Fig. 2. Physical structure of IPMC.
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integral-derivative (PID) impedance control (Richardson et al.,
2003), a control for a nonlinear Hammerstein model with subspace
identification (Yamakita, Kamamichi, Kneda, Asaka, and Luo, 2004),
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and Oguro, 1996), an electro-mechanically coupled model (Newbury
and Leo, 2003), and a distributed electrical model (Takagi, Nakabo,
Luo, andAsaka, 2007). In particular,Yi andVishniac (2006)proposeda
bond graph representation of conjugate polymers in the conventional
way (Karnopp, Margolis, and Rosenberg, 2006) of describing dis-
tributed parameter systems by using a great number of infinitesimal
lumped parameter systems.

However, for the design of actuators and further, the design of
complete actuated robots, it is crucial to handle this complexity
while retaining the physical structure of the model: this cannot be
done by using black-boxmodeling. Moreover, the model should be
versatile; it should be adaptable to designs using different approx-
imations: i.e., linearization, discretization, and finite-dimensional
reduction for numerical analysis and control designs. This paper is
aimed at describing the system as a set of partial differential
equations which both retains the physical structure and suits for
simulations and controls.

1.3. Contributions of this paper

This paper presents a multi-scale coupling model of an IPMC
expressed in terms of a distributed port-Hamiltonian (DPH) system

(Macchelli and Maschke, 2009, Chapter 4; van der Schaft and
Maschke, 2002). The model’s subsystems, taken from Bar-Cohen
(2004), Yamaue et al. (2005) and Simo and Vu-Quoc (1986), are
connected to each boundary with boundary multi-scale couplings,
which are the enhanced versions of the original boundary connec-
tions for DPH systems (Baaiu et al., 2009).

DPH systems represent systems of conservation laws in a
canonical way. Their representations are defined in terms of an
interconnected structure, resembling a network, and a storage
function, called a Hamiltonian, that represents the total energy of
the system. More precisely, the system is described by effort
variables and flow variables called port variable pairswhose product
has the dimension of power. Furthermore, the port variable pairs
defined in a domain with a boundary are related to the boundary
port variable pairs defined on the boundary. This relation ensures
that the energy change of the internal domains equals that of the
boundaries. In other words, the energy change of the internal
domains can be found by calculating the energy flux through the
boundaries. Because of this, a DPH systemcan be used for boundary
controls using passivity-based methods (Ortega, Loriá, Nichlasson,
and Sira-Ramı́rez, 1998, 2002) for instance (although this paper
does not discuss controls). Boundary multi-scale couplings inherit
this boundary energy integrability of DPH systems. Therefore,
boundary multi-scale couplings can describe a coupling model of
IPMC that is consistent with respect to energy flows without
calculating analytic solutions.

The important idea is that the port variable pairs of the detailed
system can be used as boundary connections of various reduced
models, even if the port variable pairs already exist or canbe calculated
fromothervariables. Inparticular, sinceconsiderablysimplifiedmodels
must be used in numerical calculations, more detailed control systems
couldbedesignedbyusing theboundarymulti-scale couplingsderived
fromthe theoreticalmodels. In the last section, this fact is confirmedby
the comparison with that of the coupled linearized subsystems and
experimental measurements.

Fig. 1. IPMC (left: actuation with power supply, right: dimensions).

Fig. 2. Physical structure of IPMC.
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The IPMC : physical phenomena

Model is the coupling of physical phenomena at three spatial scales
the electric double layer on the interface between the polymer
and the metal electrodes: spatial scale is of the order of
nanometers, and the time constant is about 0.001 [s](Na+)
−1 [s](TEA+)
the electro-stress diffusion coupling with bending and
relaxation dynamics that describe polyelectrolyte gels: scale of
100 [µm], and their time constant is about 1 [s](Na+)
−100 [s](TEA+)
large mechnical deformations : beam model: scale is 10 [cm],
and their time constant is about 0.03 [s].

Boundary Port Hamiltonian system: conservation laws coupled by
interface relations on pairs of extensive-intensive variables.
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The IPMC : bond graph

Bond graph submodels

By defining

MpðtÞ ¼FðtÞBp, Bp ¼
bh3

24
k$l

2

se

 !$1

, ð47Þ

the following is given:

wp ¼ B$1
p fs

h
2

! "
$fs $

h
2

! "# $
: ð48Þ

Thus, wp ¼$@2yðx,tÞ=@x @t can be obtained by inspecting the
relation 1=RðtÞ ¼ $@y=@x and the power conjugate variable _yx

associated with Mp in the mechanical system. This coupling can
be written as follows:

ð49Þ

On the other hand, the active bending moment Ma derived from
sa is

MaðtÞ ¼
Z

Z
sabz dz¼ Kxb

Z

Z
fsðz,tÞz dz: ð50Þ

From the power associated with Ma

Mað$ _yxÞ ¼
Z

Z
$ðKxbz _yxÞfs dz¼

Z

Z
yafsdz, ð51Þ

the constraint ya ¼$Ba
_yx is obtained, where Ba¼Kxbz. The follow-

ing is the bond graph for the coupling on the active stress:

ð52Þ

This coupling modifies the balance equation (36) for the water
transport as follows:

@fs

@t
¼$

@js

@z
þya ¼$
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@z
$Ba

_yx: ð53Þ

Finally, the whole coupling structure can be illustrated as
follows:

ð54Þ

where the following power balances hold:
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F dz¼

Z

@Z
Mp

_yx: ð55Þ

The main representation of the mechanical system, the equa-
tions of beams with large deformations (Simo and Vu-Quoc, 1986)
would be PDEs:

Ar
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wtt

" #
$
@
@x
ðL CGÞ ¼

0

0

# $
,

Irytt$YIb yxx$CLCG¼
@
@x
ðMaþMpÞ,
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>>>>:

ð56Þ

where xAX ¼ ½0,L', the spatial coordinate along the equilibrium
position: (x+u) is the axial position for uAR, w is the shearing
position, and y is the rotation of the cross section along the
unchangeable length of the beam, $@=@x ðMaþMpÞ is the coupling
to the electro-mechanical system with the relation 1=RðtÞ ¼
$@y=@x, Ar is the mass per unit length, Ir is the mass moment of
the inertia of the cross section, YIb is the flexural stiffness, YA is the
axial stiffness, GA is the shear stiffness,

C ¼
YA 0

0 GA

# $
, L¼

cosy $siny
siny cosy

# $
, ð57Þ

G¼
G1

G2

" #
¼L>

1þux$cosy
wx$siny

" #
, C¼

$wx

1þux

" #>
, ð58Þ

and qi ¼ @q=@i for i ¼ {t,x}.

3.4.1. Case of large deformations
The model (56) can be expressed by the port representation

(Nishida and Yamakita, 2005). From the total energy of the model:

Hm ¼
1
2

Z

X
fAru2

t þArw2
t þ Iry2

t þYAG2
1þGA G2

2þYIby
2
x g dx, ð59Þ

the following port variable pairs are obtained:

fp ¼

fp1

fp2
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ð60Þ

where ðLCGÞi means the i-th element of LCG, ap ¼ f$Arut ,
$Arwt ,$Irytg and aq ¼ fux,wx,yxg, ar ¼ y is an auxiliary variable that
does not yield boundary port variable pairs, but it is suited to DPH
systems (Golo et al., 2002; Macchelli and Melchiorri, 2004; Nishida and
Yamakita, 2005), and fd is the coupling term with the electro-
mechanical system. Accordingly, the DPH system with extensions
(fr, er, fd) is as follows:

fp
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fq
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½fb,eb'> ¼ ½epj@X ,$eqj@X '>,
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where @x ¼ @=@x. This system admits the following bond graph
representation:

ð62Þ

where e0 ¼ YIbyxþM, M¼Ma + Mp, and Se with %CLCG is the
modulated source depending on LCG1 and LCG2.

3.4.2. Case of small strains
The previous model yields two well-known beam models, i.e.

the Timoshenko beam model and the Euler–Bernoulli beam model
under the assumption of infinitesimal strains (Golo et al., 2002;
Macchelli and Melchiorri, 2004; Nishida and Yamakita, 2005). If
G1 & ux and G2 &wx%y are assumed in (59), the total energy of the
Timoshenko beam model is

Hmu ¼
1
2

Z

X
fAru2

t þArw2
t þ Iry2

t þYAu2
xþGAðwx%yÞ2þYIby

2
x g dx: ð63Þ

Using the port variable pairs (60) without ( fr, er) and ( fq 2, eq 2), and
new definitions fq2 ¼%ðwxt%ytÞ eq2 ¼ GAðwx%yÞ, the DPH system is
as follows:

fp

fq
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ð64Þ

Furthermore, if the shear deformation is negligible: ðwx%yÞ-0 and
GA-1 in the Timoshenko beam model, (64) changes to the DPH
system of Euler–Bernoulli beam models (Nishida and Yamakita,
2005; Nishida et al., 2008).

4. Simulation and experiment

The previous section detailed the theoretical IPMC model in
terms of DPH systems with boundary multi-scale couplings. In this
section, this model by simulation and experiment is verified. The
numerical simulation confirms whether the boundary multi-scale
couplings are valid for different simplified submodels by checking
the power balance between inputs and outputs. After that, the
correspondence of the numerical and experimental time responses
is shown.

4.1. Numerical simulation models

The numerical simulation model is composed of coupling the
three submodels that are linear distributed parameter systems in
the same way as in the previous section. The electrical system is the
RC circuit model (14) with constant parameters. The step response
of the system is sufficiently accurate for the operating conditions
(e.g. Bar-Cohen, 2004). The electro-mechanical system is an
electro-stress diffusion equations (34) and (36) with couplings.
The mechanical system is modeled as an Euler–Bernoulli beam.
Because, the deflection was about 1–2 mm that is sufficiently small
compared with the 45 mm length of the IPMC in the experiment.

4.1.1. Electrical system
The numerical model of the electrical system (21) is the single

RC circuit model that is given by

_xe ¼ AexeþBeVðtÞ,
jeðtÞ ¼ CexeþDeVðtÞ,

(
ð65Þ

where R2¼0 in (13) is assumed, Ae¼%(R1C2)%1, Be¼(LbR1)%1,
Ce ¼ Ae, De ¼ Be, V(t) is the applied voltage, xe is the charge density,
je(t) is the current density, and the constants R1 and C2 are the
membrane resistance and electric double layer capacitance,
respectively.

4.1.2. Electro-mechanical system
The coupled electro-mechanical system (39) is the following

linear model of the diffusion equation with boundary conditions
and the coupling with the mechanical system:

@fsðx,z,tÞ
@t

¼Du
@2fsðx,z,tÞ
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%z
@3wðx,tÞ
@x2@t

,
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4G
Kz

@2wðx,tÞ
@x2

,

8
>>><

>>>:
ð66Þ

where D0 is the diffusion coefficient, se is the conductance, l is
Onsager’s coupling constant, fs is a smooth function scaled by Ba,
and the deflection w(x,t) is assumed to be sufficiently small, i.e.
y& @w=@x. The system (66) can be solved by taking the usual
approach (Meirovitch, 1997). After separating the variables x and t,
the following state space representation of the electro-mechanical
system is given:

_xemðtÞ ¼ AemxemðtÞþBem1jeðtÞþBem2xmðtÞ,
FaðtÞ ¼ Cem2ðxÞxemðtÞ,

(
ð67Þ

where Nd is the maximum number of modes,

xem ¼ ½x1c ,x2c , . . . ,xNdc ,x11,x21, . . . ,xNd1,x12,

x22, . . . ,xNd2, . . . ,x1Nm
,x2Nm

, . . . ,xNdNm
(>, ð68Þ

Aem ¼ blockdiagðAld
,Ald

, . . .Nmþ1,Ald
Þ, ð69Þ

Ald
¼ diagðld1,ld2, . . . ,ldNd

Þ, ð70Þ

Bem1 ¼ ½kJ1,kJ2, . . . ,kJNd
,0, . . .Nd )Nm,0(>, ð71Þ

Bem2 ¼
ONd*2Nm

kRW

" #
, kJi ¼ ð%1Þiþ1 4l

hse
, ð72Þ

kRW ¼ blockdiagð½kR kW (,. . .Nm ,½kR kW (Þ, ð73Þ

kR ¼ ½kR1,kR2, . . . ,kRNd
(>, ð74Þ

kW ¼ ½kW1,kW2, . . . ,kWNd
(>, ð75Þ
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Yamaue et al., 2005) and ion migration (Tadokoro, Yamagami,
Takamori, and Oguro, 2000; Nemat-Nasser and Yu Li, 2000;
Wallmersperger, Leo, and Kothera, 2007) and black-box models for
the purpose of control, e.g., linear-quadratic regulator (LQR) control
with a linear model (Mallavarapu and Leo, 2001), proportional-
integral-derivative (PID) impedance control (Richardson et al.,
2003), a control for a nonlinear Hammerstein model with subspace
identification (Yamakita, Kamamichi, Kneda, Asaka, and Luo, 2004),
and linear robust control (Kang, Shin, Kim, Kim, and Kim, 2007).
Moreover, a number of gray-box models, which are intermediates
between system identification and theoretical models, including an
electrical andmechanicalmodel (Kanno, Tadokoro, Takamori, Hattori,
and Oguro, 1996), an electro-mechanically coupled model (Newbury
and Leo, 2003), and a distributed electrical model (Takagi, Nakabo,
Luo, andAsaka, 2007). In particular,Yi andVishniac (2006)proposeda
bond graph representation of conjugate polymers in the conventional
way (Karnopp, Margolis, and Rosenberg, 2006) of describing dis-
tributed parameter systems by using a great number of infinitesimal
lumped parameter systems.

However, for the design of actuators and further, the design of
complete actuated robots, it is crucial to handle this complexity
while retaining the physical structure of the model: this cannot be
done by using black-boxmodeling. Moreover, the model should be
versatile; it should be adaptable to designs using different approx-
imations: i.e., linearization, discretization, and finite-dimensional
reduction for numerical analysis and control designs. This paper is
aimed at describing the system as a set of partial differential
equations which both retains the physical structure and suits for
simulations and controls.

1.3. Contributions of this paper

This paper presents a multi-scale coupling model of an IPMC
expressed in terms of a distributed port-Hamiltonian (DPH) system

(Macchelli and Maschke, 2009, Chapter 4; van der Schaft and
Maschke, 2002). The model’s subsystems, taken from Bar-Cohen
(2004), Yamaue et al. (2005) and Simo and Vu-Quoc (1986), are
connected to each boundary with boundary multi-scale couplings,
which are the enhanced versions of the original boundary connec-
tions for DPH systems (Baaiu et al., 2009).

DPH systems represent systems of conservation laws in a
canonical way. Their representations are defined in terms of an
interconnected structure, resembling a network, and a storage
function, called a Hamiltonian, that represents the total energy of
the system. More precisely, the system is described by effort
variables and flow variables called port variable pairswhose product
has the dimension of power. Furthermore, the port variable pairs
defined in a domain with a boundary are related to the boundary
port variable pairs defined on the boundary. This relation ensures
that the energy change of the internal domains equals that of the
boundaries. In other words, the energy change of the internal
domains can be found by calculating the energy flux through the
boundaries. Because of this, a DPH systemcan be used for boundary
controls using passivity-based methods (Ortega, Loriá, Nichlasson,
and Sira-Ramı́rez, 1998, 2002) for instance (although this paper
does not discuss controls). Boundary multi-scale couplings inherit
this boundary energy integrability of DPH systems. Therefore,
boundary multi-scale couplings can describe a coupling model of
IPMC that is consistent with respect to energy flows without
calculating analytic solutions.

The important idea is that the port variable pairs of the detailed
system can be used as boundary connections of various reduced
models, even if the port variable pairs already exist or canbe calculated
fromothervariables. Inparticular, sinceconsiderablysimplifiedmodels
must be used in numerical calculations, more detailed control systems
couldbedesignedbyusing theboundarymulti-scale couplingsderived
fromthe theoreticalmodels. In the last section, this fact is confirmedby
the comparison with that of the coupled linearized subsystems and
experimental measurements.

Fig. 1. IPMC (left: actuation with power supply, right: dimensions).

Fig. 2. Physical structure of IPMC.
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kRi ¼ ð#1Þiþ116D
uG

hKz
, kWi ¼ ð#1Þiþ1 4h

ð2i#1Þ2p2
, ð76Þ

i ¼ 1,2y,Nd, ldi are eigenvalues, Oa&b is the (a,b)-matrix with zero
elements,

Cem2ðxÞ ¼ ½lJ lw(Cf , ð77Þ

lJ ¼ ½lJ1,lJ2, . . . ,lJNd
(>, ð78Þ

lw ¼ diagðlw1,lw2, . . . ,lwNd
Þ, ð79Þ

lJi ¼

R L
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Ar
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0 f
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i ðxÞ dx
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dx
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0 f

2
i ðxÞ dx

, ð80Þ

Cf ¼ blockdiagðCmf , . . .Nm þ1,Cmf Þ, ð81Þ

Cmf ¼ ½Cmf1,Cmf2, . . . ,CmfNd
(, ð82Þ

Cmfi ¼ 2ð#1Þiþ1 h
ð2i#1Þp

# $2

Km, ð83Þ

Km ¼ bnY=ð1þnÞð1#2nÞ, n is the Poisson ratio, and Y is Young’s
modulus.

4.1.3. Mechanical system
Consider the reduced equation of (56) whereby y) @w=@x, i.e.

the equation of Euler–Bernoulli beams,
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ð84Þ

where Ma is the bending moment coupled with the electro-
mechanical system. From the solution of the eigenvalue problem
(Meirovitch, 1986) consisting of (84), the following state space
representation for the mechanical system is given:

_xm ¼ AmxmþBmFaðtÞ,
wðx,tÞ ¼ CmðxÞxm,

(
ð85Þ

where Fa(t) is the input corresponding to the term regarding Ma,
and the following parameters are defined for i ¼ 1, y, Nm:

xm ¼ ½Z1, _Z1,Z2, _Z2, . . . ,ZNm
, _ZNm

(>, ð86Þ

Am ¼ blockdiagðAm1,Am2, . . . ,AmNm Þ, ð87Þ

Ami ¼
0 1

#o2
i #2zioi

" #

, ð88Þ

Bm ¼ blockdiagð½01(,½01(, . . . ,½01(Þ> ð89Þ

CmðxÞ ¼ ½f1ðxÞ 0 f2ðxÞ 0 * * * fNm
ðxÞ 0(, ð90Þ

o2
i ¼ b4

i YIb=Arð1þnÞ, bi is the function satisfying cosbiL
coshbiL¼#1, fiðxÞ are the eigenfunctions (B.11), and zi is the
damping ratio.

4.1.4. Overall system
Theoverall systemderived from the above systems is as follows:
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ð91Þ
where V is the input and w is the output.

4.2. Simulation method

The step responses for two counterions: the sodium ion Na+,
which has a relatively small radius, and the tetraethyl-ammonium
ion TEA+([(C2H5)4N]

+), which has a relatively large radius, are
simulated. The dimensions of IPMC used in the simulations are the
same as in the experiment described later. The parameters shown
in Tables 1–3, Nd ¼ 30, Nm ¼ 6 and the modal damping ratio
zi ¼ 0:033 are used.

Table 1
Physical parameters (Bar-Cohen, 2004; Yamaue et al., 2005).

Na+ TEA+

z 1 1
c (/m3) 2.487 &1027 3.228 &1027

(4.131 mol/l) (5.363 mol/l)
q (C) 1.602 &10#19 1.602 &10#19

fp 0.7 0.7

a (nm) 0.164 0.260
xb (nm) 0.96 0.88
r (g/cm3) 1.633 1.633
Y (MPa) 90 90
n 0.3 0.3

Table 2
Calculated parameters.

Na+ TEA+

se ðO#1=cmÞ 0.3334 0.3274

l 9.654 &10#9 16.60 &10#9

k 5.487 &10#18 8.530 &10#18

Du 3.262 &10#10 1.375 &10#11

Table 3
Identified parameters.

te (s) Rm ðO cm2Þ C2 (mF/cm2)

Na+ 0.0308 13.8 2.25
TEA+ 1.73 71.4 24.2

Fig. 4. Experimental setup.
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Experimental conditions

The IPMC sample was made of Nafion117 (DuPont Inc.).
The two faces in the xy -plane of the IPMC were plated with
gold Au five times.
The dimensions of the IPMC were 45 [mm] length L, 5 [mm]
width b, and about 0.20 [mm] membrane thickness h.
The deflection w at about 35 [mm] from the fixed end was
measured with a laser displacement meter.
The IPMC actuator was operated in air. In order to hydrate
the IPMC sufficiently, we used a pipette for dropping deionized
water during the experiment. The excess water was wiped by a
disposable nonwoven fabric.
The counterions were exchanged by soaking the sample in
0.1 [mol/l] NaOH solution or 0.2 [mol/l] TEA-Cl solution for
more than 12 hours.
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Experimental results: parameters

kRi ¼ ð#1Þiþ116D
uG

hKz
, kWi ¼ ð#1Þiþ1 4h

ð2i#1Þ2p2
, ð76Þ

i ¼ 1,2y,Nd, ldi are eigenvalues, Oa&b is the (a,b)-matrix with zero
elements,

Cem2ðxÞ ¼ ½lJ lw(Cf , ð77Þ

lJ ¼ ½lJ1,lJ2, . . . ,lJNd
(>, ð78Þ

lw ¼ diagðlw1,lw2, . . . ,lwNd
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Cf ¼ blockdiagðCmf , . . .Nm þ1,Cmf Þ, ð81Þ

Cmf ¼ ½Cmf1,Cmf2, . . . ,CmfNd
(, ð82Þ

Cmfi ¼ 2ð#1Þiþ1 h
ð2i#1Þp

# $2

Km, ð83Þ

Km ¼ bnY=ð1þnÞð1#2nÞ, n is the Poisson ratio, and Y is Young’s
modulus.

4.1.3. Mechanical system
Consider the reduced equation of (56) whereby y) @w=@x, i.e.

the equation of Euler–Bernoulli beams,
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where Ma is the bending moment coupled with the electro-
mechanical system. From the solution of the eigenvalue problem
(Meirovitch, 1986) consisting of (84), the following state space
representation for the mechanical system is given:

_xm ¼ AmxmþBmFaðtÞ,
wðx,tÞ ¼ CmðxÞxm,

(
ð85Þ

where Fa(t) is the input corresponding to the term regarding Ma,
and the following parameters are defined for i ¼ 1, y, Nm:

xm ¼ ½Z1, _Z1,Z2, _Z2, . . . ,ZNm
, _ZNm

(>, ð86Þ

Am ¼ blockdiagðAm1,Am2, . . . ,AmNm Þ, ð87Þ

Ami ¼
0 1

#o2
i #2zioi

" #

, ð88Þ

Bm ¼ blockdiagð½01(,½01(, . . . ,½01(Þ> ð89Þ

CmðxÞ ¼ ½f1ðxÞ 0 f2ðxÞ 0 * * * fNm
ðxÞ 0(, ð90Þ

o2
i ¼ b4

i YIb=Arð1þnÞ, bi is the function satisfying cosbiL
coshbiL¼#1, fiðxÞ are the eigenfunctions (B.11), and zi is the
damping ratio.

4.1.4. Overall system
Theoverall systemderived from the above systems is as follows:
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where V is the input and w is the output.

4.2. Simulation method

The step responses for two counterions: the sodium ion Na+,
which has a relatively small radius, and the tetraethyl-ammonium
ion TEA+([(C2H5)4N]

+), which has a relatively large radius, are
simulated. The dimensions of IPMC used in the simulations are the
same as in the experiment described later. The parameters shown
in Tables 1–3, Nd ¼ 30, Nm ¼ 6 and the modal damping ratio
zi ¼ 0:033 are used.

Table 1
Physical parameters (Bar-Cohen, 2004; Yamaue et al., 2005).

Na+ TEA+

z 1 1
c (/m3) 2.487 &1027 3.228 &1027

(4.131 mol/l) (5.363 mol/l)
q (C) 1.602 &10#19 1.602 &10#19

fp 0.7 0.7

a (nm) 0.164 0.260
xb (nm) 0.96 0.88
r (g/cm3) 1.633 1.633
Y (MPa) 90 90
n 0.3 0.3

Table 2
Calculated parameters.

Na+ TEA+

se ðO#1=cmÞ 0.3334 0.3274

l 9.654 &10#9 16.60 &10#9

k 5.487 &10#18 8.530 &10#18

Du 3.262 &10#10 1.375 &10#11

Table 3
Identified parameters.

te (s) Rm ðO cm2Þ C2 (mF/cm2)

Na+ 0.0308 13.8 2.25
TEA+ 1.73 71.4 24.2

Fig. 4. Experimental setup.
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Experimental results: TEA+

Rm ¼
Z

X
c
@wðx,tÞ

@t
@wðx,tÞ

@t
dx, ð100Þ

where c is the coefficient of the damping and the damping for
evaluation has been applied instead of the coupling (52) to the
electro-mechanical system. In Figs. 5–7, the input power precisely

corresponds to the sum of the stored power and the dissipative
power.

4.5. Time responses

Figs. 8 and 9 show the current responses normalized by the
surface area: je (mA/cm2) to a 1.0 V step input for 30 s in air. The
solid and dashed lines correspond to the experimental and
simulation results, respectively. The peak of Na+ is larger than
that of TEA+. However, the response of Na+ quickly decays, in a few
milliseconds in contrast of TEA+ a few second in the case. This
result is because of the difference in motilities of these ions.

Figs. 10 and 11 show the deflections for the some step inputs.
Responses of the ion species are quite different. In the experiments,
the transient response of Na+ reached a peak faster than that of
TEA+ and the response oscillated. The difference in the rise times
shown in Figs. 10 and 11 is related to the different time constants of
the electrical systems in Figs. 8 and 9. The amplitude of the
deflection of TEA+ is larger than that of Na+, because the total
amount of the TEA+ charge transferredwithin the polymer is larger
than that of Na+. In the case of Na+, the deflection relaxes in 5 s; in
contrast, the deflection in the case of TEA+ is small and slower to
relax. The relaxation time is affected by the diffusion coefficient Du
(Yamaue et al., 2005).

4.6. Discussion

From the above results, the characteristics of the IPMC have
been reproduced fairly in the simulations. The power balances in
Figs. 5–7 indicate the simulations are correct in the sense of the
power conserving interconnection of DPH systems. The differences
in the current responses between Figs. 8 and 9 might be caused by
the first order approximation of the electrical system. The simu-
lated displacement of Na+ in Fig. 10 reaches zero after the
relaxation but the experimental response of Na+ does not. This
is not due to the experimental conditions such as the hydration
state of the IPMC, but is because the model includes only the
electro-stress diffusion coupling. The swelling ratio fs of (66)
converges to zero if je-0 and Qa0, because the DC gain of the
diffusion system is zero. For the further modeling of the steady
state stress at the zero frequency, another mechanics of the
actuation such as the effect of the interfacial stress (Asaka and
Oguro, 2000) might be necessary to be modeled.

The nonlinear distributed parameter model developed in this
paper could be the basis for a high-order simulation model obtained
by structure preserving spatial discretizations, e.g., a mixed-finite
element method (Golo, Talasila, van der Schaft, and Maschke, 2004)
and a collocation method suggested inMoulla, Lef!evre, and Maschke
(to appear). This would allow to treat numerically the highly non-
linear systems which are inaccessible to formal analysis and to use
these nonlinear reduced-order models in the same port-Hamiltonian
formulation, for instance, for the design of a finite-dimensional
controller (Ortega et al., 2002). On the other hand, the finite-
dimensional linearized simulationmodelswith boundarymulti-scale
couplings could reconstruct the behavior of the system. This could
lead todevelop control techniques stemming fromsemi-group theory
as it has been suggested in Villegas, Zwart, Le Gorrec, and Maschke
(2009) for linear infinite-dimensional systems. The comparison with
the experimental results has shown that the model of the interface
between the electrodes and the polymer should be modeled more
accurately. For this purpose, similar models developed for fuel cells
could be successfully used as they also are formulated in terms of
port-representations (Franco et al., 2006). In this paper, IPMC was
treated as an actuator under the assumption of unidirectional power
flows in the boundarymulti-scale couplings. If the reactions from the
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where c is the coefficient of the damping and the damping for
evaluation has been applied instead of the coupling (52) to the
electro-mechanical system. In Figs. 5–7, the input power precisely

corresponds to the sum of the stored power and the dissipative
power.

4.5. Time responses

Figs. 8 and 9 show the current responses normalized by the
surface area: je (mA/cm2) to a 1.0 V step input for 30 s in air. The
solid and dashed lines correspond to the experimental and
simulation results, respectively. The peak of Na+ is larger than
that of TEA+. However, the response of Na+ quickly decays, in a few
milliseconds in contrast of TEA+ a few second in the case. This
result is because of the difference in motilities of these ions.

Figs. 10 and 11 show the deflections for the some step inputs.
Responses of the ion species are quite different. In the experiments,
the transient response of Na+ reached a peak faster than that of
TEA+ and the response oscillated. The difference in the rise times
shown in Figs. 10 and 11 is related to the different time constants of
the electrical systems in Figs. 8 and 9. The amplitude of the
deflection of TEA+ is larger than that of Na+, because the total
amount of the TEA+ charge transferredwithin the polymer is larger
than that of Na+. In the case of Na+, the deflection relaxes in 5 s; in
contrast, the deflection in the case of TEA+ is small and slower to
relax. The relaxation time is affected by the diffusion coefficient Du
(Yamaue et al., 2005).

4.6. Discussion

From the above results, the characteristics of the IPMC have
been reproduced fairly in the simulations. The power balances in
Figs. 5–7 indicate the simulations are correct in the sense of the
power conserving interconnection of DPH systems. The differences
in the current responses between Figs. 8 and 9 might be caused by
the first order approximation of the electrical system. The simu-
lated displacement of Na+ in Fig. 10 reaches zero after the
relaxation but the experimental response of Na+ does not. This
is not due to the experimental conditions such as the hydration
state of the IPMC, but is because the model includes only the
electro-stress diffusion coupling. The swelling ratio fs of (66)
converges to zero if je-0 and Qa0, because the DC gain of the
diffusion system is zero. For the further modeling of the steady
state stress at the zero frequency, another mechanics of the
actuation such as the effect of the interfacial stress (Asaka and
Oguro, 2000) might be necessary to be modeled.

The nonlinear distributed parameter model developed in this
paper could be the basis for a high-order simulation model obtained
by structure preserving spatial discretizations, e.g., a mixed-finite
element method (Golo, Talasila, van der Schaft, and Maschke, 2004)
and a collocation method suggested inMoulla, Lef!evre, and Maschke
(to appear). This would allow to treat numerically the highly non-
linear systems which are inaccessible to formal analysis and to use
these nonlinear reduced-order models in the same port-Hamiltonian
formulation, for instance, for the design of a finite-dimensional
controller (Ortega et al., 2002). On the other hand, the finite-
dimensional linearized simulationmodelswith boundarymulti-scale
couplings could reconstruct the behavior of the system. This could
lead todevelop control techniques stemming fromsemi-group theory
as it has been suggested in Villegas, Zwart, Le Gorrec, and Maschke
(2009) for linear infinite-dimensional systems. The comparison with
the experimental results has shown that the model of the interface
between the electrodes and the polymer should be modeled more
accurately. For this purpose, similar models developed for fuel cells
could be successfully used as they also are formulated in terms of
port-representations (Franco et al., 2006). In this paper, IPMC was
treated as an actuator under the assumption of unidirectional power
flows in the boundarymulti-scale couplings. If the reactions from the
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Experimental results: TEA+ versus Na+
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where c is the coefficient of the damping and the damping for
evaluation has been applied instead of the coupling (52) to the
electro-mechanical system. In Figs. 5–7, the input power precisely

corresponds to the sum of the stored power and the dissipative
power.

4.5. Time responses

Figs. 8 and 9 show the current responses normalized by the
surface area: je (mA/cm2) to a 1.0 V step input for 30 s in air. The
solid and dashed lines correspond to the experimental and
simulation results, respectively. The peak of Na+ is larger than
that of TEA+. However, the response of Na+ quickly decays, in a few
milliseconds in contrast of TEA+ a few second in the case. This
result is because of the difference in motilities of these ions.

Figs. 10 and 11 show the deflections for the some step inputs.
Responses of the ion species are quite different. In the experiments,
the transient response of Na+ reached a peak faster than that of
TEA+ and the response oscillated. The difference in the rise times
shown in Figs. 10 and 11 is related to the different time constants of
the electrical systems in Figs. 8 and 9. The amplitude of the
deflection of TEA+ is larger than that of Na+, because the total
amount of the TEA+ charge transferredwithin the polymer is larger
than that of Na+. In the case of Na+, the deflection relaxes in 5 s; in
contrast, the deflection in the case of TEA+ is small and slower to
relax. The relaxation time is affected by the diffusion coefficient Du
(Yamaue et al., 2005).

4.6. Discussion

From the above results, the characteristics of the IPMC have
been reproduced fairly in the simulations. The power balances in
Figs. 5–7 indicate the simulations are correct in the sense of the
power conserving interconnection of DPH systems. The differences
in the current responses between Figs. 8 and 9 might be caused by
the first order approximation of the electrical system. The simu-
lated displacement of Na+ in Fig. 10 reaches zero after the
relaxation but the experimental response of Na+ does not. This
is not due to the experimental conditions such as the hydration
state of the IPMC, but is because the model includes only the
electro-stress diffusion coupling. The swelling ratio fs of (66)
converges to zero if je-0 and Qa0, because the DC gain of the
diffusion system is zero. For the further modeling of the steady
state stress at the zero frequency, another mechanics of the
actuation such as the effect of the interfacial stress (Asaka and
Oguro, 2000) might be necessary to be modeled.

The nonlinear distributed parameter model developed in this
paper could be the basis for a high-order simulation model obtained
by structure preserving spatial discretizations, e.g., a mixed-finite
element method (Golo, Talasila, van der Schaft, and Maschke, 2004)
and a collocation method suggested inMoulla, Lef!evre, and Maschke
(to appear). This would allow to treat numerically the highly non-
linear systems which are inaccessible to formal analysis and to use
these nonlinear reduced-order models in the same port-Hamiltonian
formulation, for instance, for the design of a finite-dimensional
controller (Ortega et al., 2002). On the other hand, the finite-
dimensional linearized simulationmodelswith boundarymulti-scale
couplings could reconstruct the behavior of the system. This could
lead todevelop control techniques stemming fromsemi-group theory
as it has been suggested in Villegas, Zwart, Le Gorrec, and Maschke
(2009) for linear infinite-dimensional systems. The comparison with
the experimental results has shown that the model of the interface
between the electrodes and the polymer should be modeled more
accurately. For this purpose, similar models developed for fuel cells
could be successfully used as they also are formulated in terms of
port-representations (Franco et al., 2006). In this paper, IPMC was
treated as an actuator under the assumption of unidirectional power
flows in the boundarymulti-scale couplings. If the reactions from the
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where c is the coefficient of the damping and the damping for
evaluation has been applied instead of the coupling (52) to the
electro-mechanical system. In Figs. 5–7, the input power precisely

corresponds to the sum of the stored power and the dissipative
power.

4.5. Time responses

Figs. 8 and 9 show the current responses normalized by the
surface area: je (mA/cm2) to a 1.0 V step input for 30 s in air. The
solid and dashed lines correspond to the experimental and
simulation results, respectively. The peak of Na+ is larger than
that of TEA+. However, the response of Na+ quickly decays, in a few
milliseconds in contrast of TEA+ a few second in the case. This
result is because of the difference in motilities of these ions.

Figs. 10 and 11 show the deflections for the some step inputs.
Responses of the ion species are quite different. In the experiments,
the transient response of Na+ reached a peak faster than that of
TEA+ and the response oscillated. The difference in the rise times
shown in Figs. 10 and 11 is related to the different time constants of
the electrical systems in Figs. 8 and 9. The amplitude of the
deflection of TEA+ is larger than that of Na+, because the total
amount of the TEA+ charge transferredwithin the polymer is larger
than that of Na+. In the case of Na+, the deflection relaxes in 5 s; in
contrast, the deflection in the case of TEA+ is small and slower to
relax. The relaxation time is affected by the diffusion coefficient Du
(Yamaue et al., 2005).

4.6. Discussion

From the above results, the characteristics of the IPMC have
been reproduced fairly in the simulations. The power balances in
Figs. 5–7 indicate the simulations are correct in the sense of the
power conserving interconnection of DPH systems. The differences
in the current responses between Figs. 8 and 9 might be caused by
the first order approximation of the electrical system. The simu-
lated displacement of Na+ in Fig. 10 reaches zero after the
relaxation but the experimental response of Na+ does not. This
is not due to the experimental conditions such as the hydration
state of the IPMC, but is because the model includes only the
electro-stress diffusion coupling. The swelling ratio fs of (66)
converges to zero if je-0 and Qa0, because the DC gain of the
diffusion system is zero. For the further modeling of the steady
state stress at the zero frequency, another mechanics of the
actuation such as the effect of the interfacial stress (Asaka and
Oguro, 2000) might be necessary to be modeled.

The nonlinear distributed parameter model developed in this
paper could be the basis for a high-order simulation model obtained
by structure preserving spatial discretizations, e.g., a mixed-finite
element method (Golo, Talasila, van der Schaft, and Maschke, 2004)
and a collocation method suggested inMoulla, Lef!evre, and Maschke
(to appear). This would allow to treat numerically the highly non-
linear systems which are inaccessible to formal analysis and to use
these nonlinear reduced-order models in the same port-Hamiltonian
formulation, for instance, for the design of a finite-dimensional
controller (Ortega et al., 2002). On the other hand, the finite-
dimensional linearized simulationmodelswith boundarymulti-scale
couplings could reconstruct the behavior of the system. This could
lead todevelop control techniques stemming fromsemi-group theory
as it has been suggested in Villegas, Zwart, Le Gorrec, and Maschke
(2009) for linear infinite-dimensional systems. The comparison with
the experimental results has shown that the model of the interface
between the electrodes and the polymer should be modeled more
accurately. For this purpose, similar models developed for fuel cells
could be successfully used as they also are formulated in terms of
port-representations (Franco et al., 2006). In this paper, IPMC was
treated as an actuator under the assumption of unidirectional power
flows in the boundarymulti-scale couplings. If the reactions from the
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Tokamak : word Bond graph

optimal tracking problem [11] or to design robust controller for the poloidal magnetic flux profile
[12]. Feedback control using Lyapunov approach in [13] or sliding mode in [14] are also
proposed.

However, this 1D resistive diffusion model makes very restrictive assumptions on the plasma
resistivity (which in fact depends strongly and nonlinearly on the temperature) and neglects some
nonlinear MHD couplings which produces among others the bootstrap current1. The next
objective for plasma high confinement requires now a better understanding and exploitation
(for control purposes) of thermo-magneto-hydrodynamics (TMHD) interdomain couplings.
Moreover, a study of the complete TMHD model, including mass and entropy balance equations
is necessary to consider the burn control problem (i.e. control of the plasma with the fusion
reaction) which comes next after plasma confinement problems (see for instance preliminary
works of [15–19]).

On the other hand, both kinetic and fluid models, which include MHD and thermal couplings,
have already been considered in the literature. Most of these models already possess a
Hamiltonian structure which is considered essential by plasma physicists since the fundamental
laws governing charged particle dynamics are Hamiltonian. Therefore, the preservation of the
Hamiltonian structure provides some confidence that the truncations that are used to derive the
fluid model have not introduced unphysical phenomena. The presence of the Hamiltonian
structure has the additional benefit of providing important tools for calculations such as the
MHD energy principle, solvability conditions for the equilibrium equations, Casimir invariants
etc. Readers could refer to [20] for a general argumentation about Hamiltonian models for plasma
physics, to [6,7] for early work on Hamiltonian formulation of 3D kinetic tokamak model or to
[8] for recent developments on the Hamiltonian formulation of a MHD fluid model. Although
previous models using Hamiltonian formalisms already exist, to the best of our knowledge none
of them make use of Dirac structure, nor port-variables, and they only apply to closed systems.
Therefore, they are not convenient for control or observation purposes.

The purpose of this paper is to propose a structured 3D2 port-Hamiltonian model for the plasma
dynamics in tokamaks which is suitable for control (eventually after some symplectic reduction or
discretization steps) but still captures most of the physical properties of the real plant. More precisely,
we aim at representing explicitly the balance equations in the electromagnetic (EM) and ‘material’

Figure 1. Schematic view of a tokamak with the electrical solenoids: the magnetic field generated by the three magnets makes
the plasma gas ions following helicoidal trajectories along the torus.
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domains (see Figure 2), their (multi-domains) closure equations and interconnection (Stokes–Dirac)
structures, as well as all the possible distributed or boundary actuations (i.e. boundary energy flows).
In the tokamak example, distributed and boundary actuations may occur both in the electromagnetic
or ‘material’ domains (e.g. through heat or mass injection). To build this port-Hamiltonian model,
we will close the Maxwell field equations written in covariant form (see for instance [21]) with
material balance equations and closure equations (including multi-domain couplings) which will be
derived from the kinetic theory of gases and the Boltzmann equation (see [22]). This will also require
the derivation of the irreversible entropy source term (from the Gibbs–Duhem relation, following the
‘port-based’ approach in [23, Chap. 3, p. 154] or [24]) which is contributed by all other domains (EM,
mechanic, thermal and hydraulic).

This paper is organized as follows. Section 2 recalls the port-Hamiltonian formulation for
distributed parameters systems with boundary energy flows. In Section 3, the electromagnetic field
equations are written using this port-Hamiltonian formulation. In Section 4, the material domain
balance equations for mass, momentum and energy are derived from the Boltzmann equation
(kinetic theory). The irreversible entropy production is also deduced from these three balance
equations by using the Gibbs–Duhem equation. Section 5 is dedicated to closure equations which
are the MHD coupling (through Lorentz forces); canonical interdomain couplings for the
mechanical, hydraulical and thermal domains and a multi-domain resistivity field (ℜ-field)
which accounts for the entropy irreversible production. Finally, the obtained set of balance and
closure equations for the plasma dynamics in a tokamak is summarized in Section 6. A graphical
(Bond Graph) representation of the model is proposed to underline its internal multi-domain
structure. The paper ends with a brief conclusion and perspectives for future works.

Figure 2. Model structure for the developed plasma port-Hamiltonian model. The electromagnetic balance equations are
computed on a fixed volume integration domain while mass, entropy and momentum balance equations must be computed in
a moving material domain. Lorentz forces and the Joule effect are the main couplings between these electromagnetic and
‘material’ domains.
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Tokamak : Bond graph

5.3.2. Energy storage element (C-field)
The energy storage element in the material domain may be defined according to Equation (4.26):

2¼ ?p ^ p
2

þ u s; vð Þ (5:12)

where the power contributions come from the mechanical domain via kinetic energy,
ivv ^ 1=vð Þ Dp=Dtð Þð Þ from the thermal domain with T ^ Ds=Dtð Þ and from the hydraulical
domain by P ^ Dv=Dtð Þ (see the Gibbs–Duhem equation (4.31)).

6. Integration of the complete model with the port-based approach

Figure 3 presents the complete tokamak 3D model, using the Bond Graph4 (cf. [23, Chap. 2, p.
53]) notations. It includes all energy domains, as well as their inter-domain and multi-domain
couplings: electromagnetic, MHD, thermal–mechanic and hydrodynamic multi-domain couplings
(using Stokes–Dirac and interconnection structures).

The DEM part describes the electromagnetic domain (fixed volume balance equations). The
Dirac structure DEM in (3.3) couples the electric and magnetic domains and stands for the usual

Figure 3. Bond Graph of thermodynamic tokamak system including electromagnetic domain (upper part, DEM Dirac structure),
mechanical domain (middle part left, D3 Dirac structure), thermal domain (middle part right, D4 Dirac structure) and hydraulic
domain (lower part, D2 Dirac structure).

MATHEMATICAL AND COMPUTER MODELLING OF DYNAMICAL SYSTEMS 199

D
ow

nl
oa

de
d 

by
 [1

34
.2

14
.6

9.
58

] a
t 0

4:
22

 3
1 

M
ar

ch
 2

01
6 

B. Maschke Port-Hamiltonian systems : introduction



Personal history
Examples of systems with bond graph / port Hamiltonian models

Tokamak : experimental results

10 N.M.T. Vu et al. / Journal of Process Control 51 (2017) 1–17

Fig. 2. In-output comparison: (a) Plasma current Ip; (b) Loop voltage Vloop and (c)
(
Ip, Vloop

)
zoom at t ∈ [7.4s, 8.2s].

equations we will rather make use of an empirical expression for
! (t, x) (from [27]) which has been experimentally fitted for the Tore
Supra tokamak discharge TS#47673.

In this case, the chosen Bessel basis functions are no longer
the eigenfunctions of the system. In fact, the theoretical eigen-
functions and eigenvalues are no more analytically solvable. The
discretization method will be then called a symplectic Galerkin
scheme since both the projection of the resistive diffusion equation
and the cancellation of the corresponding residual are per-
formed in the same approximation space generated by the Bessel
functions.

The dissipation matrix R now has to be computed online due
to the time variations of the resistivity ! (t, x). In fact, the resis-
tivity values supplied from the experimental data may  be used to
set the values of !k(t) of the resistivity at the discrete quadrature
points xk used in the finite dimensional model. The dissipation R
matrix is computed by the online Gauss quadrature formula (4.6)

according to:

Rij (t) =
∫ 1

0
! (t, x)

R0

x
wfi (x)w

f
j (x)dx

= "
2n

n∑

k=1

! (t, xk)
R0

xk
wfi (xk)w

f
j (xk)

√
1 − (2xk − 1)2 (5.1)

The eigenvalues of the corresponding finite dimensional PCH model
obtained with the proposed symplectic Galerkin method may  now
only be computed numerically. However one may check that the
finite dimensional model still has purely dissipative eigenvalues (as
expected from a diffusion equation!) and that these ones converge
when N increased. The results are in Table 2. where the eigenvalues
are computed at time t = 11s  for the Tore Supra discharge TS#47673.
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Port Hamiltonian systems for a robotic system playing
trombone [N. Lopes, IRCAM, Ph.D. defense 15 June 2016].
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Heat and mass transfert in catalytic foams

Heat and mass transfer in catalytic foams
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Motivational example 1 : foam structures for catalytic
reactors

1 Continuous material with high porosity avoiding pressure loss
and enhancing solide ffective heat conductivity in reactors .

2 Models of heat transport in literature :
1 Fluid and solid homogeneous system
2 Heterogeneous model : foam as a network of thermal

resistances but several simplifications of the morphology (cubic,
dodecahedral and tetrakaidecahedral cells, cylinders for struts)

3 Models based on heat transfer measurements performed in
small foam pieces
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Foams : from X-Ray tomograph to Graph representation

Pictures
obtained by Pierre Gueth (LIRIS) and David Coeurjoly (LIRIS),
Foam pieces experimented and provided by Marie-Line Zanota
(LGPC) and Isabelle Pitault (LAGEP) during the ANR
DIGITALFOAM project (2013-2015)
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Foam structures : test banks

Mass, energy and momentum balance equa-
tions

1 Chemical Engineering pathway :

1 Consider the packing as an
isotropic media

2 estimate state and parameters
fails for highly exo-
(endo-)thermic reactors

2 Fluid Mechanics” pathway :

1 discretization of balance
equations over meshing

2 extreme refinement of meshing
at contact points
fails to simulate complete bed
and pressure drop

From 60.106 to 700.106 PDEs for “solid”
phases and 6.106 and 70.106 PDEs for
“fluid” phases per cubic meterB. Maschke Port-Hamiltonian systems : introduction
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