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Chapter 1

Vehicle Models

Notation

Throughout the paper, the notation •ref and •cmd denotes either exogenous or endogenous
reference trajectories, that is, signals which are function of externally-generated reference
signals, state variables or both. The notation •?ref denotes a constant setpoint, or a trim
(i.e., equilibrium) condition corresponding to a given setpoint, whereas •̃ denotes deviation
from a setpoint or a reference trajectory, depending on the context. The notation •̂ denotes
the estimate of a generic parameter or a function of estimated parameters; the ensuing
estimation error is denoted by •̃ as well. Externally-generated reference trajectories are
assumed to be sufficiently smooth, though the order of differentiability shall not be explicitly
stated. All vectors are assumed to be resolved in the vehicle body-fixed frame, Fb, except
when denoted by a left superscript. The set {e1, e2, e3} denotes the canonical basis in any
frame. Matrices and vectors are expressed in boldface.

The aircraft considered in this study is a generic highly-maneuverable vehicle (GHMV)
endowed with redundant control effectors, namely canards, ailerons (flaps), and rudder-
vators (tail effectors.) A sketch of the vehicle’s geometry is shown in Figure 1.1. An
axisymmetric engine provides thrust (controlled via the throttle), whereas the six aerody-
namic control surfaces (right and left canard, right and left flap, and right and left tail,
respectively) control the vehicle’s attitude. Trust vectoring is not used in this study

Two different vehicle models have been used in this work: A comprehensive model of the
vehicle dynamics obtained from wind-tunnel data and computational fluid dynamics mod-
eling has been used for validation in computer simulation, whereas a reduced-complexity,
control-oriented model has been employed for control design and stability analysis. In what
follows, we give a short account of the two models. The relevant nomenclature is given in
Table 1.1, to which the reader is referred for all the definitions of the variables.

1.1 Simulation Model (SM)

Four main coordinate frames are employed: A North-East-Down (NED) oriented Earth-
fixed frame, Fe, with origin at the Earth’s center, a body-fixed frame, Fb, a reference
(or desired) frame, Fr (to be introduced later.) and the so-called wind frame, Fw. For
the purpose of this study, the Earth-fixed frame is assumed to be inertial, and the effect
of the Earth rotation is ignored. A pictorial representation of the coordinate frames is
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Fe,Fb,Fr,Fw Coordinate frames (Earth-centered, body-fixed, reference, wind-axes)
ep = [x y z]T Position of the center of Fb in Fe

Rij ∈ SO(3) Rotation matrix from Fj to Fi

ν = [u v w]T Translational velocity of the vehicle in Fb

ω = [p q r]T Angular velocity of the vehicle in Fb

S(ω) ∈ so(3) Skew-symmetric operator, S(ω)ν = ω×ν
rg = [xg yg zg]

T Center of gravity of the vehicle in Fb

η = [φ θ ψ]T Euler-angle parameterization of Reb

σ ∈ R3 MRP parameterization of a rotation matrix

F grav ∈ R3 Gravity force

FA,base,MA,base ∈ R3 Baseline aerodynamic force and moment

FA,δ,MA,δ ∈ R3 Control aerodynamic force and moment

F T ∈ R3 Force due to engine thrust

T Thrust

VT , α, β Airspeed, angle-of-attack, sideslip angle

χ, γ, µ Bank angle, flight-path angle, heading angle

h = −z Altitude

q̄,M∞ Dynamic pressure, Mach number

m Mass

J ∈ R3×3 Inertia matrix, J = JT > 0

δT Trottle

δ = [δc,r δc,l δf,r δf,l δt,r δt,l]
T Aerodynamic control surface deflections

(right canard, left canard, right flap, left flap, right tail, left tail)

Table 1.1: Common nomenclature for the simulation and the control-design models

given in Figure 1.2. A standard roll-pitch-yaw angle parameterization for Reb is employed
for the only purpose of defining the output to be controlled for the vehicle attitude. The
corresponding expression for Reb reads as

Reb(η) =


cos θ cosψ sinφ sin θ cosψ − cosφ sinψ cosφ sin θ cosψ + sinφ sinψ

cos θ sinψ sinφ sin θ sinψ + cosφ cosψ cosφ sin θ sinψ − sinφ cosψ

− sin θ sinφ cos θ cosφ cos θ


where η = [φ θ ψ]T is the vector of Euler angles.

The wind-axis frame, Fw, is used to express the vehicle velocity ν in spherical coordinates
via airspeed, angle-of-attack and sideslip, given respetively by [1]:

VT =
√
u2 + v2 + w2 , α = arctan(w/u) , β = arcsin(v/VT )
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(a) Prototype

(b) Schematics

Figure 1.1: Generic highly-maneuverable vehicle (GHMV) considered in this study.

Earth X-axis
(North)

Earth Z-axis
(Down)

Earth Y-axis
(East)

Figure 1.2: Earth-centered and body-fixed reference frames. Wind x-axis is also shown.
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It is noted that the vehicle velocity in the wind frame is given by

wν =


VT

0

0


and that the rotation matrix Rbw from wind axes to body axes reads as

Rbw(α, β) =


cosβ cosα − sinβ cosα − sinα

sinβ cosβ 0

cosβ sinα − sinβ sinα cosα


Consequently, the relation between the component of the vehicle velocity resolved in the
body frame and the wind-axis parameters is computed as

ν = Rbw
wν

which yields

u = VT cosα cosβ , v = VT sinβ , w = VT sinα cosβ

The orientation of the wind frame with respect to the Earth-centered frame is typically
expressed in term of an x-y-z rotation employing the bank angle χ, the flight-path angle γ,
and the heading angle µ, yielding the rotation matrix (compare with the expression of Reb

as a function of the Euler angles η):

Rew(χ, γ, µ) =


cos γ cosµ sinχ sin γ cosµ− cosχ sinµ cosχ sin γ cosµ+ sinχ sinµ

cos γ sinµ sinχ sin γ sinµ+ cosχ cosµ cosχ sin γ sinµ− sinχ cosµ

− sin γ sinχ cos γ cosχ cos γ


In the sequel, we will not make use of the bank angle χ and the heading angle µ, as we
shall not be concerned with navigation systems. However, the flight-path angle is used to
determine the climbing rate of the vehicle. As a matter of fact, from the relation

eṗ = Rew
wν

one obtains 
ẋ

ẏ

ż

 =


VT cos γ cosµ

VT cos γ sinµ

−VT sin γ


hence

ḣ = VT sin γ

is the required expression for the vehicle climb rate. Furthermore, using the relation

Rew = RebRbw
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one obtains the expression of the flight-path angle in terms of the Euler angles, the angle-
of-attack and the slideslip angle as follows:

sin γ = cosβ cosα sin θ − cosβ sinα cos θ cosφ− sinβ sinφ cos θ (1.1)

In the simulation model, the aerodynamic forces and moments as well as the forces and
moments due to the scramjet engine are provided by look-up tables. The forces and moments
acting on the vehicle are summarized in Table 1.2 and illustrated in Figures 1.3–1.5, together
with the definition of all attitude parameters used in this work.

L,D,C Lift, drag and cross force

FA,base = [XA YA ZA]T Baseline aerodynamic force

XA = −D cosα cosβ + L sinα+ C sinβ cosα Force along x-body axis

YA = −D sinβ − C cosβ Force along y-body axis

ZA = −D sinα cosβ − L cosα+ C sinβ sinα Force along z-body axis

MA,base = [LA MA NA]T Baseline aerodynamic moment

F grav = mgRbee3 Gravity force

F T = [XT YT ZT ]T Force due to engine thrust

MT = [LT MT NT ]T Moment due to engine thrust

FA,δ = [XA,δ YA,δ ZA,δ]
T Aerodynamic force due to effectors

MA,δ = [LA,δ MA,δ NA,δ]
T Aerodynamic moments due to effectors

Table 1.2: Forces and moments for the simulation model

Figure 1.3: Longitudinal dynamics: Pitch angle, angle-of-attack, and flight-path angle;
Pitching moment, lift, drag and weight.
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Figure 1.4: Lateral dynamics: Roll angle and rolling moment.

Figure 1.5: Lateral dynamics: Sideslip angle, yaw rate, side force and yawing moment.

Accordingly, the equations of motion of the simulation model read as

eṗ = Rebν

Ṙeb = RebS(ω)

m ν̇ −mS(rg)ω̇ = mS(ω)S(rg)ω −mS(ω)ν + F grav + FA,base + FA,δ + F T

Jω̇ +mS(rg)ω̇ = −S(ω)Jω −mS(rg)S(ω)ν +MA,base +MA,δ (1.2)

where
x = (ep,Reb,ν,ω) ∈ X := R3 × SO(3)× R3 × R3

is the state,
u = (δT , δ) ∈ U := R× R4

is the control input, and

y =
(
VT , v, γ, ψ̇

)
∈ Y := R+ × R× S× R

is the regulated output with associated reference trajectory

yref =
(
VTref , 0, γref , ψ̇ref

)
∈ Y
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Figure 1.6: Constrained dynamics for the aerodynamic control effectors

Actuator dynamics of the form seen in Figure 1.6, given by

u̇ = fact(u,ucmd) (1.3)

with command input ucmd = (δT,cmd, δcmd) ∈ U , comprise magnitude, command and rate
limiters for the aerodynamic effectors, as well as a magnitude limiter for the throttle input.

1.2 Control-design Model (CDM)

A dynamical model of reduced complexity has been adopted for control design and stability
analysis. A curve-fitted analytical approximation of the forces and moments, obtained from
look-up table data, have been adopted as given in Table 1.3 below.

FA,base = [XA YA ZA]T Baseline aerodynamic force

XA = −D cosα+ L sinα Force along x-body axis

YA = q̄SCY (β,M∞) Force along y-body axis

ZA = −D sinα− L cosα Force along z-body axis

L = q̄SCL(α,M∞) Lift

D = q̄SCD(α,M∞) Drag

F grav = mgRbee3 Gravity force

F T = [T 0 0]T Force due to engine thrust

MT = 0 Moment due to engine thrust

T = q̄SCT (α,M∞)δT Thrust

MA,base = [LA MA NA]T Baseline aerodynamic moment

LA = q̄bSCLA(α, β,M∞) Rolling moment (x-body axis)

MA = q̄c̄SCMA
(α,M∞) Pitching moment (y-body axis)

NA = q̄bSCNA(α, β,M∞) Yawing moment (z-body axis)

FA,δ = [0 0 ZA,δ]
T Aerodynamic forces due to effectors

FA,δ = q̄B1δ, B1 ∈ R3×6 Forces due to effectors

MA,δ = q̄B2δ, B2 ∈ R3×6 Moments due to effectors

S, b, c̄ Planform area, wingspan and chord

Table 1.3: Forces and moments for the control-design model
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Further simplifications to the model are as follows:

• The center of mass is assumed at the origin of Fb.

• The inertia matrix is diagonal, J = diag(Jx, Jy, Jz).

• The side and normal forces due to thrust, i.e., YT and ZT , are neglected.

• The moment due to thrust, i.e., MT , is neglected.

• The small body forces XA,δ and YA,δ produced by the control effectors are neglected.

• The contribution of sideslip in the axial and normal baseline aerodynamic forces is
neglected.

The equations of motion of the CDM, concisely written as

ẋ = fCDM(x,u,ϑ)

y = h(x) (1.4)

have the following expression

eṗ = Rν

Ṙ = RS(ω)

m ν̇ = −mS(ω)ν +mgRTe3 + FA,base + FA,δ + Te1

Jω̇ = −S(ω)Jω +MA,base +MA,δ (1.5)

where the simpler notationR will henceforth be used in place ofReb. The actuator dynamics
The aerodynamic coefficients in Table 1.3 are given by

CL(α,M∞)= C0
L+CαLα+CM∞αL M∞α+Cα

2

L α2+CM∞L M∞

CD(α,M∞)= C0
D + CαDα+ Cα

2

Dα
2 + CM∞D M∞

CY (β,M∞)= CβY β + CβM∞Y βM∞

CT (α,M∞)= C0
T + CαTα+ Cα

2

T α2 + Cα
3

T α3 + CM∞T M∞

CLA(α, β,M∞)= CβLAβ + CM∞βLA
M∞β + CαβLAαβ

CMA
(α,M∞)= C0

MA
+ CαMA

α+ Cα
2

MA
α2 + CM∞MA

M∞ + C
M2
∞

MA
M2
∞ + CM∞αMA

M∞α

CNA(α, β,M∞)= CβNAβ+Cβ
2

NA
β2+Cβ

3

NA
β3+CM∞βNA

M∞β + CαβNAαβ (1.6)

The vector ϑ collects the uncertain parameters Cji of the aerodynamic coefficients (1.6). It
is assumed that ϑ ∈ P, where P is a known compact hypercube.

The aerodynamic force and moment due to the control effectors have the expressions

FA,δ = q̄B1 diag(λ)δ, MA,δ = q̄B2 diag(λ)δ (1.7)

where the force control-effectiveness matrix

B1 =


0 0 0 0 0 0

−Cc
y Cc

y −C f
y C f

y Ct
y −Ct

y

−Cc
z −Cc

z −C f
z −C f

z Ct
z Ct

z


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and the moment control-effectiveness matrix

B2 =


−Cc

l Cc
l −C f

l C f
l Ct

l −Ct
l

−Cc
m −Cc

m −C f
m −C f

m Ct
m Ct

m

Cc
n −Cc

n C f
n −C f

n −Ct
n Ct

n


are assumed to be known with sufficient accuracy, and the vector of uncertain actuator
effectiveness

λ = [λ1 · · · λ6]T

satisfies
λ ∈ Λ := {λ0 ≤ λi ≤ 1, i = 1, 2, . . . , 6}

where λ0 ∈ (0, 1) is a given constant. For the control effectiveness matrix

B =

(
B1

B2

)

it is assumed that rankB = 4 and rankB2 = 3, which is consistent with the simplifications
made on the control-design model. For convenience of the reader, the expression of the
equations of the vehicle dynamics (i.e., the translational and angular velocity dynamics)
are reported component-wise as follows:

u̇ = −qw + rv + 1
mXA + 1

mXT − g sin θ

v̇ = pw − ru+ 1
mYA + g sinφ cos θ

ẇ = −pv + qu+ 1
mZA + 1

mZA,δ + g cosφ cos θ (1.8)

Jxṗ = (Jy − Jz) qr + LA + LA,δ

Jy q̇ = − (Jx − Jz) pr +MA +MA,δ

Jz ṙ = (Jx − Jy) pq +NA +NA,δ (1.9)

In the sequel we will make use of the relation between the angular rates and the time
derivatives of the Euler angles, which reads as

η̇ = H(η)ω, ω = H−1(η)η̇

where the Jacobian of the transformation and its inverse read as

H(η) =


1 sinφ tan θ cosφ tan θ

cosφ − sinφ

0 sinφ sec θ cosφ sec θ

 , H−1(η) =


1 0 − sin θ

0 cosφ sinφ cos θ

0 − sinφ cosφ cos θ


As a result, the component-wise expression of the body rates as a function of the Euler
angles and their derivatives reads as

p = φ̇− sin θ ψ̇

q = cosφ θ̇ + sinφ cos θ ψ̇

r = − sinφ θ̇ + cosφ cos θ ψ̇ (1.10)
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Equations of motion in the wind axes

For further use, it is convenient to write explicitly the expression of the dynamics of the
airspeed, VT , which reads simply as

mV̇T = T cosα cosβ −D −mg sin γ (1.11)

Alternatively, the equations of motion can be written using the wind-axis parameters
(VT , α, β). To this aim, equation (1.11) shall be completed with the dynamics of the sideslip
angle and the dynamics of the angle-of-attack, which read as

mVT β̇ = −T cosα sinβ − C −mVT (r cosα− p sinα) +

+mg (cosα sin θ sinβ + sinφ cos θ cosβ − sinα cosφ cos θ sinβ)

mVT cosβ α̇ = −T sinα− L+mVT (q cosβ − p cosα sinβ − r sinα sinβ) +

+mg (sinα sin θ + cosα cos θ cosφ) (1.12)

The above equations are used to derive the decoupled equations of motions for the longitu-
dinal and lateral-directional dynamics. To this end, to extract the longitudinal dynamics we
consider the motion of the vehicle restricted to the vertical plane, and assume no sideslip
and wing-level motion. Consequently, we first set β = 0 (no sideslip) and φ = 0 (wing-level)
in (1.1) to obtain:

sin γ = cosα sin θ − sinα cos θ = sin(θ − α)

that is,

γ = θ − α (1.13)

which is the expression of the flight-path angle for the decoupled longitudinal dynamics.
Then, by setting ψ̇ = 0 and φ̇ = 0 in (1.10), one obtains

p = 0 , q = θ̇ , r = 0

and the equations of motion for the decoupled longitudinal dynamics1:

mV̇T = T cosα−D(α)−mg sin(θ − α)

α̇ = q − 1

mVT
[T sinα+ L(α)−mg cos(θ − α)]

θ̇ = q

Jy q̇ = MA(α) +MA,δ (1.14)

Equivalently, the above equations can be written in terms of the flight-path angle in sub-
stitution of the angle-of-attack as follows:

mV̇T = T cosα−D(α)−mg sin γ

γ̇ =
1

mVT
[T sin(θ − γ) + L(θ − γ)−mg cos γ]

θ̇ = q

Jy q̇ = MA(θ − γ) +MA,δ (1.15)

1It is noted that, to keep the equations consistent with standard textbooks (for example, [1]) here the
contribution of aerodynamic surfaces to aerodynamic forces, FA,δ, has been incorporated in the lift force, L.
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which is advantageous as (VT , γ) are output variables to be controlled.

The equations of motion for the decoupled lateral-directional dynamics are obtained by first
setting VT = VT,0 = const and γ = γ0 = const, which yield the desired airspeed and the
desired climb rate (γ0 = 0 for level flight.) Then, the trim values T = T0 = const and
α = α0 = const are determined from the equilibrium condition in (1.14):

0 = T0 cosα0 −D(α0)−mg sin γ0

0 = T0 sinα0 + L(α0)−mg cos γ0

Finally, the trim value for the pitch angle is simply θ0 = γ0 + α0, whereas the trim value
for the aerodynamic pitch control moment, M0

A,δ, is computed from

0 = MA(α0) +M0
A,δ

With the trim values for the longitudinal dynamics at hand, one obtain

mVT β̇ = −T cosα0 sinβ − C(β)−mVT,0 (r cosα0 − p sinα0) +

+mg (cosα0 sin θ0 sinβ + sinφ cos θ0 cosβ − sinα0 cosφ cos θ0 sinβ) (1.16)

and, for the rotational dynamics (recall that q0 = 0)

φ̇ = p+
tan θ0

cosφ
r

ψ̇ =
1

cos θ0 cosφ
r

Jxṗ = LA + LA,δ

Jz ṙ = NA +NA,δ (1.17)

Equations (1.14)–(1.16)–(1.17) are often linearized about the trim values2 to obtain two
linear systems that are completely decoupled. We shall not pursue this approach here.
Rather, we will resort to the equations of motion (1.5) and (1.11) for the development of a
control policy for the fully coupled nonlinear vehicle dynamics.

2In the next chapter, we will discover what is the trim value for φ corresponding to β0 = 0.
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Chapter 2

Problem Formulation

2.1 Control Objectives

For the system under consideration, given in (1.5) and reported below for the sake of
convenience1

eṗ = Rν

Ṙ = RS(ω)

m ν̇ = −mS(ω)ν +mgRTe3 + FA,base + FA,δ + Te1

Jω̇ = −S(ω)Jω +MA,base +MA,δ

the output to be regulated comprises airspeed, lateral velocity (equivalently, sideslip angle),
flight-path angle and yaw angle

y =
(
VT , v, γ, ψ̇

)
∈ Y := R+ × R× S× R

The class of reference trajectories

yref(t) =
(
VTref (t), 0, γref(t), ψ̇ref(t)

)
∈ Y

considered in this work are assumed to satisfy the following assumption:

Assumption 2.1.1 The trajectory yref(·) : R≥0 → Y is a smooth signal satisfying:

lim
t→∞
‖yref(t)− y?ref‖ = 0

where y?ref = [V ?
T,ref 0 γ?ref , ψ̇

?
ref ] is a constant setpoint corresponding to a desired trim con-

dition of the vehicle.

A trim condition for the vehicle corresponds to an equilibrium point (φ?, θ?,ν?,ω?) of the
translational and rotational dynamics (1.8)-(1.9), where translational and angular acceler-
ations vanish (note that the right-hand side of (1.8) does not depend on ψ, whereas the
right-hand side of (1.9) does not depend on η altogether.) The desired trim condition en-
tails flying at constant airspeed and constant climb rate (possibly zero), with zero lateral
velocity and constant turn rate (possibly zero).

1Recall that R = Reb and that (if not otherwise noted) all vectors are expressed in the body-fixed frame.
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With these definitions at hand, the problem addressed in this work is stated as the design,
for the system (1.4)–(1.3), of a dynamic state-feedback controller of the form

ẋc = F c(xc,x,u,yref)

ucmd = Hc(xc,x,u,yref) (2.1)

with initial condition xc(0) in a given set Kc, such that:

1. Assuming u = ucmd, for any initial condition x(0), any reference trajectory yref(·)
and any xc(0) ∈ Kc, the trajectories of the closed-loop system (1.5) are bounded2 and
satisfy

lim
t→∞
‖ỹ(t)‖ = 0

for all ϑ ∈ P, where ỹ := y − yref denotes the output tracking error.

2. The controller is robust against the mismatch between u and ucmd given by (1.3), in
a sense to be specified.

2.2 System Inversion

2.2.1 Right-inverse at trim

The right inverse at trim of system (1.5) is defined as the collection of all trajectories
(x?ref(·),u?ref(·)) ∈ X × U in both the state and the input spaces that are compatible with
the desired trim condition, that is, such that

ẋ?ref(t) = fCDM(x?ref(t),u
?
ref(t),ϑ)

y?ref = h(x?ref(t)) (2.2)

for all t ≥ 0.

Rotational Dynamics

To determine the right-inverse at trim for the rotational dynamics, we start from assigning
the yaw trim trajectory by direct integration of the trim yaw rate, that is

ψ?ref(t) := ψ(0) + ψ̇?ref t (2.3)

where the initial condition is arbitrary, but conveniently selected here as the initial yaw
angle of the vehicle. As at trim necessarily ω̇?ref = 0, one obtains from (1.10)

p?ref = φ̇?ref(t)− sin θ?ref(t) ψ̇
?
ref

q?ref = cosφ?ref(t) θ̇
?
ref(t) + sinφ?ref(t) cos θ?ref(t) ψ̇

?
ref

r?ref = − sinφ?ref(t) θ̇
?
ref(t) + cosφ?ref(t) cos θ?ref(t) ψ̇

?
ref (2.4)

The condition v?ref = 0 yields directly β?ref = 0 from the relation v = VT sinβ. As a
consequence, the expression of the flight-path angle (1.1) is greatly simplified at trim:

sin γ?ref = cosα?ref(t) sin θ?ref(t)− sinα?ref(t) cos θ?ref(t) cosφ?ref(t) (2.5)

2Clearly, we shall not require the trajectories (x(t), y(t)) to be bounded, but only that they exist for all
t ≥ 0.
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Note that in (2.4) and (2.5), ψ̇?ref and γ?ref are assigned. The fact that p?ref , q
?
ref , r

?
ref are

constant suggests to look for a constant solution (φ?ref , θ
?
ref , α

?
ref) of the equation (2.5). Under

this assumption, the system of differential equations (2.4) yields directly the definition of
the body rates at trim

p?ref = − sin θ?ref ψ̇
?
ref

q?ref = sinφ?ref cos θ?ref ψ̇
?
ref

r?ref = cosφ?ref cos θ?ref ψ̇
?
ref (2.6)

whereas (2.5) reads as

sin γ?ref = cosα?ref sin θ?ref − sinα?ref cos θ?ref cosφ?ref (2.7)

Using the identity

a sinx+ b cosx =
√
a2 + b2 sin

(
x+ arctan

(
b

a

))
one obtains from (2.7)

sin γ?ref =
√

(cosα?ref)
2 + (sinα?ref)

2(cosφ?ref)
2 sin

(
θ?ref − arctan (tanα?ref cosφ?ref)

)
hence the expression for θ?ref as a function of γ?ref , φ

?
ref and α?ref :

θ?ref = arcsin

(
sin γ?ref√

(cosα?ref)
2 + (sinα?ref)

2(cosφ?ref)
2

)
+ arctan (tanα?ref cosφ?ref) (2.8)

The trim reference for the roll angle is obtained from the equation of the lateral velocity

v̇ = pw − ru+ 1
mYA,base + g sinφ cos θ

As β = 0 implies YA,base = 0, the above equation at trim reads as

p?refw
?
ref − r?refu

?
ref + g sinφ?ref cos θ?ref = 0

Using (2.6) and the identities

u?ref = V ?
T,ref cosα?ref , w?ref = V ?

T,ref sinα?ref

one obtains the equation for the coordinated turn

sinφ?ref = G?ref (sinα?ref tan θ?ref + cosα?ref cosφ?ref) (2.9)

where

G?ref :=
V ?
T,ref ψ̇

?
ref

g

is the centripetal acceleration at trim. Similarly to the previous case for γ?ref , equation (2.9)
can be used to obtain the expression of φ?ref as a function of θ?ref and α?ref :

φ?ref = arcsin

 G?ref√
1 + G?2ref(cosα?ref)

2
sinα?ref tan θ?ref

+ arctanG?ref cosα?ref (2.10)
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Note that the combination of (2.8) and (2.10) (equivalently, (2.7) and (2.9)) define θ?ref and
φ?ref as a function of the free parameter α?ref .

Surprisingly enough, equations (2.7) and (2.9) can be solved for φ?ref , yielding the explicit
expression (independent of θ?ref)

tanφ?ref =
G?ref

cosα?ref

1− (sin γ?ref)
2 + sin γ?ref tanα?ref

√
(1 + (G?ref)

2)(1− (sin γ?ref)
2)

1− (sin γ?ref)
2(1 + (1 + (G?ref)

2(tanα?ref)
2

(2.11)

whereas θ?ref can be obtained from equation (2.8). The following should be noted:

• At level flight, γ?ref = 0 hence

φ?ref = arctan

( G?ref

cosα?ref

)
, θ?ref = arctan (tanα?ref cosφ?ref)

• When ψ̇?ref = 0, then G?ref = 0, hence

φ?ref = 0, θ?ref = γ?ref + α?ref

• When γ?ref = 0 and ψ̇?ref = 0

φ?ref = 0, θ?ref = α?ref

To summarize, the trim value for the Euler angles, η?ref , is determined from equation (2.11),
equation (2.8) and equation (2.3), whereas the trim value for ω?ref is expressed by equa-
tion (2.6). Finally, the trim value for the aerodynamic control moments, M?

A,δ is determined
from the rotational dynamics (1.9) as folllows

L?A,δ = − (Jy − Jz) q?refr
?
ref

M?
A,δ = (Jx − Jz) p?refr

?
ref −M?

A,base(α
?
ref)

N?
A,δ = − (Jx − Jy) p?refq

?
ref

once it is noticed that when β = 0, LA,base and NA,base vanish and MA,base is a function of α
only. It is stressed that the trim condition for the rotational dynamics is parameterized in
terms of α?ref , as γ?ref and ψ̇?ref are assigned.

Translational Dynamics

As derived in the previous section, the trim value for the translational velocity is determined
as a function of α?ref as follows (recall that V ?

T,ref is assigned):

u?ref = V ?
T,ref cosα?ref , v?ref = 0 , w?ref = V ?

T,ref sinα?ref

The trim value for the thrust, T ?ref , is obtained directly from equation (1.11), which at trim
reads as

0 = T ?ref cosα?ref −D?
ref(α

?
ref)−mg sin γ?ref

Finally, the equation for the vertical dynamics in (1.8)

ẇ = −pv + qu+ 1
mZA + 1

mZA,δ + g cosφ cos θ
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is used to determine α?ref . At trim, the above equation reads as

0 = q?refV
?
T,ref cosα?ref + 1

mZ
?
A(α?ref) + 1

mZ
?
A,δ + g cosφ?ref cos θ?ref (2.12)

where
Z?A(α?ref) = −D?

ref(α
?
ref) sinα?ref − L?ref(α

?
ref) cosα?ref

Assume that ZA,δ = 0, that is, the aerodynamic control surfaces do not provide control
authority to the vertical dynamic (this happens, for instance, if canard effectors are not
present and the vehicle has only a minimal or traditional control suite.) If this the case,
then α?ref is constrained to be the equilibrium value for which the right-hand side of the
above equation vanishes, that is

q?refV
?
T,ref cosα?ref + 1

mZ
?
A(α?ref) + g cosφ?ref cos θ?ref = 0

On the other hand, if the aerodynamic control force ZA,δ is available, then α?ref can be
assigned independently and Z?A,δ determined in such a way that (2.12) holds. Note that the
possibility of imposing an arbitrary value for α?ref entails selecting the forward and vertical
velocity at trim, while maintaining the desired setpoint y?ref . This possibility is clearly
enabled solely by the availability of the extra input ZA,δ, which corresponds to a property
known as weak input redundancy [2, 3].

Remark 2.2.1.1 It is important to notice that the inverse model at trim can not be deter-
mined a priori, due to uncertainty in the value of the parameter vector ϑ, and require the
use of adaptive control techniques or integral control.

2.2.2 General approximate right-inverse

For a time-varying reference trajectory yref(t), t ≥ 0, satisfying Assumption 2.1.1, we define
an approximate inverse by using the relations obtained in the previous section, which pertain
to a trim condition. Consequently, given time-varying references V ?

T,ref(t), γ
?
ref(t), ψ̇

?
ref(t)

and α?ref(t), we let xref(t) be defined by

φref(t) := arctan

(
Gref(t)

cosαref(t)

1−sin γref(t)
2 + sin γref(t) tanαref(t)

√
(1 + (Gref(t))2)(1− sin γref(t)2)

1− sin γref(t)2(1 + (1 + (Gref(t))2 tanαref(t)2

)

θref(t) := arcsin

(
sin γref(t)√

cosαref(t)2 + sinαref(t)2 cosφref(t)2

)
+ arctan (tanαref(t) cosφref(t))

φref(t) := ψ(0) +

∫ t

0

ψ̇ref(s)ds

uref(t) := VT,ref(t) cosαref(t)

vref(t) := 0

wref(t) := VT,ref(t) sinαref(t)

pref(t) := − sin θref(t) ψ̇ref(t)

qref(t) := sinφref(t) cos θref(t) ψ̇ref(t)

rref(t) := cosφref(t) cos θref(t) ψ̇ref(t) (2.13)
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Note that, as we seek to assign an arbitrary reference αref(t) using the aerodynamic control
ZA,δ, the approximate right inverse (2.13) can be explicitly computed, as it only depends
on kinematic variables and known parameters. On the other hand, uref(t) can not be
computed explicitly, as it depends on the unknown aerodynamic coefficients. As mentioned,
this limitation will be circumvented in the design of the controller by means of adaptive
and robust control techniques.

It must be noted that the Euler angles reference, ηref(t) = (φref(t), θref(t), ψref(t)) defines the
orientation of a desired reference frame, Fr, with respect to the Earth-centered frame, Fe.
Consequently, ηref(t) is the Euler angle parameterization of the rotation matrixRref := Rer,
obeying the differential equation

Ṙref = RrefS(rωref)

Rref(0) = Rref,0 (2.14)

where the angular velocity reference, resolved in the desired reference frame Fr, is precisely
rωref(t) = (pref(t), qref(t), rref(t)). Consequently, rωref must be resolved in the body-fixed
frame, Fb, when performing computations involving the angular velocity of the vehicle, ω.

2.3 System Decomposition

To give a more useful formulation of the control problem towards the definition of the
overall control strategy, we perform a decomposition of the equations of motion into a
suitable structure. To this end, recall that the vehicle attitude reference is represented by
the orientation of the reference frame Fr with respect to the Earth frame Fe, described in
turn by the rotation matrix Rref := Rer obeying the kinematic equation (2.14) The attitude
error is selected as the orientation of Fb in Fr, represented by the rotation matrix

R̃ := Rrb = RT
refR (2.15)

obeying the attitude error kinematics

˙̃R = R̃S(ω̃) (2.16)

where ω̃ := ω − ωref = ω − R̃Trωref is the tracking error for the angular velocity, resolved
in the body-fixed frame.

With the given definitions at hand, the equations of motion of the CDM are written in
terms of the attitude tracking error (R̃, ω̃) as follows3

m ν̇ = −mS(ωref)ν +mgRT
refe3 + FA,base + FA,δ + Te1 +∆(R̃, ω̃,ν) (2.17)

˙̃R = R̃S(ω̃) (2.18)

J ˙̃ω = −S(ω)Jω +MA,base +MA,δ − Jω̇ref (2.19)

In (2.17), the perturbation term

∆(R̃, ω̃,ν) := mg
(
R̃
T− I3

)
RT

refe3 −mS(ω̃)ν (2.20)

3Note that we have dropped the kinematic equation eṗ = Rν from the CDM, as it is inessential to the
control problem considered here.
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satisfies
∆(I3,0,ν) = 0 ∀ν ∈ R3 (2.21)

where I3 ∈ R3×3 is the identity matrix. In addition, since ‖ν‖ = VT and ‖Rref‖ = 1, the
perturbation term ∆(R̃, ω̃,ν) is a bounded function of ν for any fixed (R̃, ω̃) whenever VT
is bounded.

For system (2.17)–(2.19), define the auxiliary attitude tracking output yatt := R̃− I3. The
zero dynamics of (2.17)–(2.19) with respect to yatt are given by

m ν̇ = −mS(ωref)ν +mgRT
refe3 + FA,base + FA,δ + Te1 (2.22)

whereas (2.17) constitutes the internal dynamics of the system with respect to yatt. The
control objectives listed in Section 2.1 can then be conveniently decomposed into the design
of a control policy for the zero dynamics (2.22), which involves the selection of the thrust T
(equivalently, the throttle input, δT ) and the aerodynamic control force FA,δ, and the
design of a control law ensuring boundedness of trajectories and asymptotic regulation
of yatt using the aerodynamic control moments, MA,δ. Specifically, the control goals are
restated as follows:

1. Airspeed Control: Find the control input command δT,cmd(·) such that when δT =
δT,cmd the trajectories of system (2.17) satisfy

lim
t→∞
|VT (t)− VT,ref(t)| = 0

robustly with respect to the perturbation ∆ and the uncertain parameters ϑ ∈ P.
Furthermore, the control shall provide robustness against the mismatch δ̃T := δT −
δT,cmd.

2. Lateral/Vertical Velocity Control: Find the control command FA,cmd(·) for the
aerodynamic control force FA,δ such that when FA,δ = FA,cmd the trajectories of
system (2.17) are bounded and satisfy

lim
t→∞
|v(t)| = 0 , lim

t→∞
|w(t)− wref(t)| = 0

when the perturbation ∆ vanishes, robustly with respect to ϑ ∈ P.

3. Attitude Control: Find the control command MA,cmd(·) for the aerodynamic con-
trol moment MA,δ such that when MA,δ = MA,cmd the trajectories of (2.18)–(2.19)
are bounded and satisfy limt→∞ ‖yatt(t)‖ = 0, robustly with respect to ϑ ∈ P.

4. Dynamic Control Allocation; The aerodynamic control forces and moments shall
be allocated dynamically across the available aerodynamic actuators to solve for δcmd

the overdetermined system

q̄B diag(λ)δcmd =

(
FA,cmd

MA,cmd

)
robustly with respect to the uncertain actuator effectiveness λ ∈ Λ, and to minimize
the mismatch between δ and δcmd. Furthermore, the reference trajectory for the
angle-of-attack αref shall be selected to provide additional robustness against the
constrained actuator dynamics (1.3).
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Both airspeed and attitude control fall within the scope of the inner-loop controller presented
in the next chapter, whereas the lateral/vertical velocity control falls within the scope of
the outer-loop controller, presented in Chapter 4.
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Chapter 3

Inner-loop Control

3.1 Model-Recovery Anti-Windup for Adaptive Controllers

Consider the prototypical smooth SISO nonlinear system

ẋ1 = f(x1) + g(x1)x2

ẋ2 = ϑTφ1(t,x) + ϑTφ2(t,x)sat(u)

y = x2 (3.1)

with state x = (x1, x2) ∈ Rn−1×R, control input u ∈ R, regulated output y ∈ R, and plant
parameter vector ϑ ∈ Rp, where sat(·) is a (possibly, asymmetric) saturation function1.

Standing assumptions:

1. All vector fields in (3.1) are assumed to be smooth with respect to their arguments.

2. The regressors φ1(t,x) and φ2(t,x) are assumed to be bounded functions of t for any
fixed x ∈ Rn.

3. The value of the parameter vector ϑ is not known a priori, but it is assumed that
ϑ ∈ Θ, where Θ ⊂ Rp is a known compact and convex set.

4. The so-called high-frequency gain satisfies ϑTφ2(t,x) ≥ b0 > 0 for all t ∈ R, all x ∈ Rn
and all ϑ ∈ Θ, where b0 is a known constant.

5. The x1-dynamics of (3.1) are assumed to be input-to-state stable with respect to
the input x2.

Let a reference trajectory yref(t) ∈ R, t ≥ 0 be given with its first derivative, which are
assumed to be smooth and bounded. The control objective for system (3.1) is stated as
follows: Find a (possibly dynamic) state-feedback controller

ξ̇ = f c(ξ,x, yref) (3.2)

u = hc(ξ,x, yref) (3.3)

1Static saturation functions are considered here merely for notational simplicity. They can be replaced by
more general operators modeling dynamic effects such as actuator dynamics, rate limiters, and combinations
thereof.

22



so that all forward trajectories of the closed-loop system (3.1)-(3.2) are bounded and satisfy

lim
t→∞
|e(t)| = 0

where e := y − yref is the tracking error.

The following result is well known, but stated explicitly here, together with a sketch of the
proof, to facilitate the discussion:

Proposition 3.1.1 Consider the adaptive controller

˙̂
ϑ = Proj

ϑ̂∈Θ
{Γφ(t,x, u)e} , ϑ̂(0) ∈ intΘ

u =
1

ϑ̂
T
φ2(t,x)

[
−ϑ̂Tφ1(t,x) + ẏref − ke

]
(3.4)

where Γ = Γ T > 0, k > 0 are controller gains, Proj(·) is a smooth projection operator, and

φ(t,x, u) := φ1(t,x) + φ2(t,x)sat(u)

For all initial conditions (x(0), ϑ̂(0)) and signals yref(·) such that sat(u(t)) = u(t) for all
t ≥ 0, the controller (3.4) ensures boundedness of all forward trajectories of the closed-loop
system and regulation of the tracking error e(t).

Proof. Using the coordinates (x1, e, ϑ̃), where ϑ̃ := ϑ− ϑ̂, the closed-loop system reads as

ẋ1 = f(x1) + g(x1) [e+ yref(t)]

ė = −ke+ ϑ̃
T
φ (t,x, u)− ϑ̃Tφ2(t,x)dz(u)

˙̃
ϑ = −Proj

ϑ̂∈Θ
{Γφ(t,x, u)e} (3.5)

where dz(u) := u − sat(u) is the dead-zone function and x = col(x1, e + yref). Define the

Lyapunov function candidate V2(e, ϑ̃) := 1
2e

2 + 1
2 ϑ̃

T
Γ−1ϑ̃, which is obviously a positive

definite and radially unbounded function of the partial state (e, ϑ̃). In particular, there
exist constants λi > 0, i = 1, 2, such that

λ1 |e|2 + λ2‖ϑ̃‖2 ≤ V2(e, ϑ̃) for all (e, ϑ̃) ∈ R× Rp

The derivative of V2 along the trajectories of the overall closed-loop system reads as

V̇2 = −ke2 − e ϑ̂Tφ2(t,x)dz(u)

Fix the reference trajectory yref(·), and the initial condition (x1(0), x2(0), ϑ̂(0)) ∈ Rn−1 ×
R× intΘ, and denote by [0, Tmax) the maximal interval of existence and uniqueness of the
trajectories of (3.5). Assume that dz(u(t)) = 0 for all t ∈ [0, Tmax). Then, along the forward
trajectory of the closed-loop system

d

dt
V2(e(t), ϑ̃(t)) ≤ −k |e(t)|2 ≤ 0 for all t ∈ [0, Tmax)
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which implies that

λ1 |e(t)|2 + λ2‖ϑ̃(t)‖2 ≤ V2(e(t), ϑ̃(t)) ≤ V2(e(0), ϑ̃(0)) for all t ∈ [0, Tmax)

Consequently
lim sup
t→Tmax

|e(t)| <∞, lim sup
t→Tmax

‖ϑ̃(t)‖ <∞

hence, the trajectories of the (e, ϑ̃)-subsystem remain bounded within the maximal interval
of existence and uniqueness. Note that since yref(·) is a bounded signal, the first inequality
above implies that

lim sup
t→Tmax

|x2(t)| <∞

To show that, indeed, Tmax = +∞ we show that the trajectories of the x1-subsystem
are bounded as well over [0, Tmax). Recall that by assumption the x1-subsystem is ISS.
Consequently, there exist class-K functions γ0(·), γ1(·) such that the solutions of the system

ẋ1 = f(x1) + g(x1)v, (3.6)

with external input v(t) ∈ R (defined for all t ≥ 0) satisfy

‖x1(·)‖∞ ≤ max {γ0(‖x1(0)‖), γ1(‖v(·)‖∞)}

Now, let v(·) = x2τ (·), τ ∈ [0, Tmax), be the truncated signal of x2(·), defined as follows2

x2τ (t) =

{
x2(t) t ∈ [0, τ)

0 t ≥ τ

In correspondence to this choice, the solution of (3.6) satisfies, for all τ ∈ [0, Tmax),

‖x1τ (·)‖∞ ≤ max {γ0(‖x1(0)‖), γ1(‖x2τ (·)‖∞)}

hence

lim sup
τ→Tmax

‖x1τ (·)‖∞ ≤ max

{
γ0(‖x1(0)‖), γ1

(
lim sup
τ→Tmax

‖x2τ (·)‖∞
)}

<∞

As a result, the overall forward trajectory is bounded on its maximal interval of existence
and uniqueness, hence Tmax = +∞. Finally, convergence of the tracking error is established
via the La Salle/Yoshizawa Theorem applied to the (e, ϑ̃)-subsystem via the Lyapunov func-
tion candidate V2(e, ϑ̃). 2

When the saturation is active, a perturbation is introduced in the Lyapunov equation,

which now reads as

V̇ = −ke2 − e ϑ̂Tφ2(t,x)dz(u) (3.7)

This perturbation couples the x2-dynamics and the adaptation mechanism, and has an
effect similar to integrator wind-up [4], with a possible destabilization of the closed-loop

2Note that for τ ∈ [0, Tmax), x2τ (t) is defined for all t ≥ 0, whereas x2(t) is defined only on [0, Tmax).
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system [5]. Even if boundedness of trajectories is maintained, the performance degradation
may be severe, as the trajectory of the estimates may take a long time to recover (typically,
when the saturation is active, ϑ̂(t) converges to or evolves on the boundary of the set Θ.)
Approaches reported in the literature to mitigate the effect of input saturation in adaptive
control loops include error augmentation [6, 7], modifications of the reference model [8–10]
and command filtering [11,12], all with suitable adjustments of the update law.

The modification proposed hereafter follows the paradigm of Model Recovery Anti-Windup
(MRAW) (see [4] and references therein.) The MRAW strategy attempts to recover the
behavior of the unconstrained closed-loop system when it is possible to do so. To begin,
the following adaptive observer is added to the plant dynamics

˙̂x2 = ϑ̂
T
φ1(t,x) + ϑ̂

T
φ2(t,x)sat(u) + kx̃2

x̂2(0) = yref(0) (3.8)

where x̃2 := x2 − x̂2 is the observation error. The observation error is used in place of the
tracking error in the definition of the update law

˙̂
ϑ = Proj

ϑ̂∈Θ
{Γφ(t,x, u)x̃2} , ϑ̂(0) ∈ intΘ (3.9)

The tracking error is replaced by the observed tracking error ê = x̂2 − yref , and the control
input is chosen as

u =
1

ϑ̂
T
φ2(t,x)

[
−ϑ̂Tφ1(t,x) + ẏref − ksê− kx̃2

]
(3.10)

where ks > 0 is a controller gain. Note that, since ê = x2 − x̃2 − yref = e − x̃2, choosing
ks = k one recovers the same control input as in the original design.

Proposition 3.1.2 The anti-windup modification (3.8)–(3.10) guarantees the following prop-
erties for the closed-loop system:

1. For all initial conditions (x(0), ϑ̂(0)) and signals yref(·) such that, for the original
closed-loop system (3.5), sat(u(t)) = u(t) for all t ≥ 0, the anti-windup controller is
inactive, and the behavior of the unconstrained controller is replicated.

2. For all initial conditions (x(0), ϑ̂(0)) and signals yref(·) of such that the forward tra-
jectory x̂2(·) is bounded 3, the adaptive controller (3.8)–(3.10) is “well behaved”, in
the sense that ϑ̂(t), t ≥ 0, is bounded and limt→∞ x̃2(t) = 0.

3. Under the same assumptions in 2), limt→∞ dz(u(t)) = 0 implies limt→∞ ê(t) = 0.
Consequently, limt→∞ e(t) = 0

3Under a global Lipschitz condition for φ(t,x, u), boundedness of x̂2(t), t ≥ 0, can be relaxed to existence
over the semi-infinite interval.
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Proof. Using the coordinates (x1, x̃2, ϑ̃, ê), the closed-loop system, after easy manipulations,
reads as

ẋ1 = f(x1) + g(x1) [x̃2 + yref(t) + ê]

˙̃x2 = −kx̃2 + ϑ̃
T
φ (t,x, u) , x̃2(0) = e(0)

˙̃
ϑ = −Proj

ϑ̂∈Θ
{Γφ (t,x, u) x̃2}

˙̂e = −ksê− ϑ̂
T
φ2(t,x, u)dz(u), ê(0) = 0 (3.11)

where the initial conditions (x̃2(0), ê(0)) have been reported explicitly, and x = col(x1, x̃2 +
yref + ê). It is easy to see that if dz(u(t)) = 0 for all t ≥ 0, then ê(t) = 0 for all t ≥ 0 as well,
hence x̃2(t) = e(t) for all t ≥ 0. As a result, the first three equations in (3.11) and (3.5)
coincide (with same initial conditions), yielding the behavior of the original unconstrained
closed-loop system. For the second property, boundedness of (x1(t), x̃2(t), ϑ̃(t)), t ≥ 0, fol-
lows from the same arguments as in Prop. 3.1.1. Boundedness of the trajectory ê(t) for t ≥ 0
implies that x̃2(t) is uniformly continuous over the semi-infinite interval; this, together with
square-integrability, implies limt→∞ x̃2(t) = 0 by virtue of Barbălat’s Lemma (alternatively,
by La Salle/Yoshizawa Theorem.) Finally, the assumptions establish the third property as
a consequence of exponential stability of the ê-dynamics when dz(u) = 0. 2

3.2 Adaptive Airspeed Control

The airspeed dynamics have the following expression [1]

V̇T = aT cosα cosβ − aD − g sin γ (3.12)

where

aT :=
q̄S

m
CT (α,M∞)δT , aD :=

q̄S

m
CD(α,M∞)

denote acceleration due to thrust and drag, respectively, and

γ = arcsin (cosα cosβ sin θ − sinα cosβ cosφ cos θ − sinβ sinφ cos θ)

is the flight-path angle. For simplicity, the actuator for the throttle is modeled as a static
asymmetric saturation function, δT = sat (δT,cmd). Recalling the expression of the aerody-
namic coefficients (1.6), the right-hand side of (3.12) admits a linear parameterization of
the form

V̇T = ϑTV φ1(t, VT ) + ϑTV φ2(t, VT )sat(δT,cmd)− g sin γ(t) (3.13)

where ϑV = [C0
T CαT · · · Cα

2

D CM∞D ]T and the regressors φ1(·), φ2(·) have obvious form.
Note that in (3.13) we have regarded γ(t), α(t) and β(t) as exogenous signals. Similarly,
Mach number and dynamic pressure are functions of airspeed and of altitude, following
their definitions

M∞ :=
VT
c(h)

, q̄ := 1
2ρ(h)V 2

T
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where c(h) and ρ(h) denote, respectively, local speed of sound and air density, which are
both bounded functions of altitude.

System (3.13) is in the form (3.1), required for the application of the adaptive controller
with MRAW modification (3.8)–(3.10). Clearly, in this case the state x1 is void and x2

is identified with VT . Furthermore, we let yref = VT,ref be the reference output to be

tracked, identify e with the tracking error ṼT := VT − VT,ref , identify ϑ̂ with the parameter

estimate ϑ̂V , identify x̂2 with the state of the observer V̂T , identify x̃2 with the observation
error ṼT,obsv := VT − V̂T , let ê = V̂T − VT,ref be the observed tracking error, and Θ = P the
parameter set. With these definitions at hand, the following result is immediate consequence
of Proposition 3.1.2:

Proposition 3.2.1 Assume that γ(t) exists for all t ≥ 0 and that there exist positive con-
stants αmax < π/2 and βmax < π/2 such that, for all t ≥ 0,

|α(t)| ≤ αmax , |β(t)| ≤ βmax

Then, the adaptive airspeed controller 4

˙̂
VT = ϑ̂

T

V φ1(t, VT ) + ϑ̂
T

V φ2(t, VT ) sat(δT,cmd)− g sin γ(t) + kV ṼT,obsv

˙̂
ϑV = Proj

ϑ̂V ∈P

{
Γ V [φ1(t, VT ) + φ2(t, VT ) sat(δT,cmd)] ṼT

}
, ϑ̂V (0) ∈ intP

u =
1

ϑ̂V
T
φ2(t, VT )

[
−ϑ̂TV φ1(t, VT ) + V̇T,ref − kV ṼT + g sin γ(t)

]
(3.14)

with Γ V = Γ TV > 0 and kV > 0, ensures that the results of Proposition 3.1.2 hold for the
airspeed dynamics (3.13)5.

Remark 3.2.1.1 The assumption that the angle-of-attack and sideslip angle evolve away
from singularities, albeit customary, is made here to allow the derivation of the airspeed
controller as a separate entity from the rest of the controller. It is the task of the overall
architecture to achieve this desired property for the closed-loop system.

3.3 Adaptive Attitude Control

In this section, we address the problem of regulating the attitude tracking output, yatt =
R̃ − I. Recall from the previous section that the attitude tracking error is defined as the
orientation of Fb in Fr, represented by the rotation matrix

R̃ := Rrb = RT
refR

with associated angular velocity error resolved in the body frame

ω̃ := ω − ωref = ω − R̃Trωref

4Compensation of the acceleration of gravity must be included in the feedforward component of the
control signal.

5Note that, for the sake of simplicity, we have selected the same value for injection gain of the observer
and the stabilizing gain of the controller, that is, k = ks = kV .
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Consequently, the attitude error dynamics are written as

˙̃R = R̃S(ω̃)

J ˙̃ω = −S(ω)Jω +MA,base +MA,δ −M ref (3.15)

where
M ref := JR̃

T rω̇ref − JS(ω̃)R̃
T rωref

is the term that accounts for the time derivative of the angular velocity reference resolved
in the body frame. To avoid dealing directly with rotation matrices, R̃ is parameterized by
means of the Modified Rodrigues Parameters (MRP) σ ∈ R3, defined as

σ := tan
(ϕ

4

)
~λ

where (ϕ, ~λ) ∈ [0, 2π)× S3 is the angle-axis parameterization of R̃. Among all the minimal
parameterization of SO(3), MRPs yield the largest domain of non-singularity of the repre-
sentation [13]. It is noted that σ = 0 corresponds to R̃ = I. The propagation equation of
the MRPs

σ̇ = 1
2G(σ)ω̃ (3.16)

where

G(σ) :=
1− σTσ

2
I + S(σ) + S2(σ)

is then used in lieu of the first equation in (3.15). System (3.16) is known to be a lossless
system with respect to the input/output pair (σ, ω̃), with positive definite, proper and
locally quadratic storage function V (σ) = 2 ln(1 +σTσ) [13]. This property is exploited by
choosing the augmented angular velocity error

ωerr = Kσσ + ω̃ (3.17)

where Kσ ∈ R3×3, Kσ = KT
σ > 0, is a gain matrix to be selected. and ωaux is an auxiliary

stabilizing term. Using (3.17), one obtains

σ̇ = −1
2G(σ)Kσσ + 1

2G(σ)ωerr (3.18)

Proposition 3.3.1 System (3.18) is input-to-state stable with respect to the input ωerr.
In particular, its state satisfies the asymptotic bound (see [14])

‖σ‖a ≤
1

λmin (Kσ)
‖ωerr‖a (3.19)

where λmin (Kσ) denotes the smallest eigenvalue of Kσ, and

‖σ‖a := lim sup
t→∞

‖σ(t)‖

is the asymptotic norm of σ(·).

28



Proof. Easy computations show that the derivative of the Lyapunov function candidate
V (σ) = 2 ln(1 + σTσ) along trajectories of (3.18) satisfies

V̇ ≤ −‖σ‖
[
λmin(Kσ)‖σ‖ − ‖ωerr‖

]
where ‖ · ‖ denotes the Euclidean norm. The result follows directly from [14, Lemma 3.3],
by setting α1(s) = α2(s) = 2 ln(1 + s2) and χ(s) = s

λmin(Kσ) . 2

Next, we devote our attention to controlling the angular velocity error dynamics, which in
the new coordinates ωerr read as

Jω̇err = −S(ω)Jω +MA,base +MA,δ −M ref + 1
2KσG(σ)ω̃ (3.20)

The baseline aerodynamic moment admits a linear parameterization in terms of the un-
known aerodynamic coefficients, as follows

MA,base = Ψ 1(t)ϑbase (3.21)

where ϑbase = [CβLA CβM∞LA
· · · CαβNA ]T , and Ψ 1(t) is a suitably defined matrix-valued func-

tion. Note that in (3.21) we have denoted as a time variability the dependence of the
regressors on α(t), β(t) and VT (t) via M∞(t) and q̄(t). Conversely, the control aerodynamic
moment has the expression

MA,δ = q̄B2 diag(λ)δ (3.22)

where the moment control-effectiveness matrix

B2 =


−Cc

l Cc
l −C f

l C f
l Ct

l −Ct
l

−Cc
m −Cc

m −C f
m −C f

m Ct
m Ct

m

Cc
n −Cc

n C f
n −C f

n −Ct
n Ct

n


is assumed to be known with sufficient accuracy, and the vector of uncertain actuator
effectiveness

λ = [λ1 · · · λ6]T

satisfies
λ ∈ Λ := {λ0 ≤ λi ≤ 1, i = 1, 2, . . . , 6}

where λ0 ∈ (0, 1) is a given constant.

To apply the results of Proposition 3.1.2, the following adaptive observer of the angular
velocity dynamics is introduced

J ˙̂ω = −S(ω)Jω + M̂A,base + M̂A,δ +Kω (ω − ω̂)

ω̂(0) = ωref(0) (3.23)

where Kω = KT
ω > 0 is the observer gain, and

M̂A,base := Ψ 1(t)ϑ̂base

M̂A,δ := q̄B2 diag(λ̂)δ = q̄B2 diag(δ)λ̂ =: Ψ 2(t, δ)λ̂
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are the estimated aerodynamic moments. The dynamics of the observer error ω̃obs := ω−ω̂
read as

J ˙̃ωobs = −Kωω̃obs + Ψ 1(t)ϑ̃base + Ψ 2(t, δ)λ̃ (3.24)

where ϑ̃base := ϑbase − ϑ̂base and λ̃ := λ − λ̂ are estimation errors. Using the Lyapunov
function candidate

Wω(ω̃obs, ϑ̃base, λ̃) := 1
2 ω̃

T
obsJω̃obs + 1

2 ϑ̃
T
baseΓ

−1
baseϑ̃base + 1

2 λ̃
T
Γ−1
λ λ̃ (3.25)

the update laws for the estimates ϑ̂base and λ̂ are readily found to be

˙̂
ϑbase = Proj

ϑ̂base∈P

{
Γ baseΨ 1(t)T ω̃obs

}
, ϑ̂base(0) ∈ intP

˙̂
λ = Proj

λ̂∈Λ

{
Γ λΨ 2(t, δ)T ω̃obs

}
, λ̂(0) = 1 (3.26)

where Γ base = Γ Tbase > 0 and Γ λ = Γ Tλ > 0 are gain matrices, and 1 = [1 1 · · · 1]T (note
that all actuators are initially assumed to be “healthy.”)

For the dynamics of the adaptive observer (3.24)–(3.26) in error coordinates, namely

J ˙̃ωobs = −Kωω̃obs + Ψ 1(t)ϑ̃base + Ψ 2(t, δ)λ̃

˙̃
ϑbase = − Proj

ϑ̂base∈P

{
Γ baseΨ 1(t)T ω̃obs

}
˙̃
λ = −Proj

λ̂∈Λ

{
Γ λΨ 2(t, δ)T ω̃obs

}
(3.27)

the following result holds:

Proposition 3.3.2 Assume that there exist positive constants αmax < π/2 and βmax < π/2
such that, for all t ≥ 0,

|α(t)| ≤ αmax , |β(t)| ≤ βmax

and that the forward trajectory VT (t), t ≥ 0, is bounded. Then, all forward trajectories of
system (3.27) (originating from initial conditions as in (3.23) and (3.26)) are bounded and
satisfy

‖ω̃obs‖a = 0

Proof. The proof follows directly from application of La Salle/Yoshizawa Theorem using
the Lyapunov function candidate (3.25). 2

We are now left with the problem of controlling the observer dynamics (3.23). To begin,
define the estimated tracking error for the angular velocity as

êω := ω̂ − ωref

and note that

ωerr = Kσσ + ω̃ = Kσσ + ω − ωref

= Kσσ + ω − ω̂ + ω̂ − ωref

= Kσσ + êω + ω̃obs

= ω̂err + ω̃obs (3.28)
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where we have defined the estimated augmented error, ω̂err, as6

ω̂err := Kσσ + êω

Accordingly, the dynamics of ω̂err reads as

J ˙̂ωerr = −S(ω)Jω + M̂A,base + M̂A,δ −M ref + 1
2KσG(σ)ω̃ +Kωω̃obs

Let
M̂A,δ = q̄B2 diag(λ̂)δ

= q̄B2 diag(λ̂)δcmd + q̄B2 diag(λ̂)δ̃

= M̂A,cmd + q̄B2 diag(λ̂)δ̃

where
M̂A,cmd := q̄B2 diag(λ̂)δcmd

is the estimated commanded moment and

δ̃ := δ − δcmd

is the mismatch between the commanded deflections of the aerodynamic surfaces and the
actual deflections. The control7

M̂A,cmd = S(ω)Jω − M̂A,base +M ref − 1
2KσG(σ)ω̃ −Kωωerr (3.29)

yields
J ˙̂ωerr = −Kωω̂err + q̄B2 diag(λ̂)δ̃ (3.30)

As the dynamic pressure depends on the vehicle airspeed, and the estimate λ̂ vary within
the compact set Λ, the following holds:

Proposition 3.3.3 Let the assumptions of Proposition 3.3.2 hold. Assume, in addition,
that δ̃(t), t ≥ 0, is bounded 8. Then, the system (3.30) is ISS with respect to δ̃b as input,
with as asymptotic bound of the form

‖ω̂err‖a ≤
µω

λmin (Kω)
‖δ̃err‖a (3.31)

where µω is a suitable constant.

Proof. The proof follows immediately from [14, Lemma 3.3] and the fact that, letting
q̄max := supt≥0 q̄(t) and using the induced matrix 2-norm, one obtains

‖q̄(t)B2 diag(λ̂)‖ ≤ q̄max‖B2‖‖diag(λ̂)‖ ≤ q̄max‖B2‖ =: µω

2

Reverting back to the MRP parameterization of the attitude error, owing to Proposi-
tion 3.3.1 and to the last identity in (3.28), one obtains the final result of this section:

6Compare with identity (3.17).
7Note that, for the sake of simplicity, we have used the same matrix, Kω, for the output injection gain

of the observer and for the feedback gain of the stabilizer.
8The extra assumption of boundedness of δ̃ is needed due to the fact that the very definition of the

command δcmd depends on δ̃.
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Proposition 3.3.4 Assume that the assumptions of Proposition 3.3.3 hold. Then, sys-
tem (3.18) is input-to-state stable with respect to the input δ̃. In particular, its state
satisfies the asymptotic bound

‖σ‖a ≤
2µω

λmin (Kσ)λmin (Kω)
‖δ̃‖a (3.32)

Proof. The proof follows directly from the bounds established in Propositions 3.19 and 3.31
by noticing that

‖ωerr‖ = ‖ω̂err + ω̃‖ ≤ 2 max {‖ω̂err‖, ‖ω̃‖}
and that, according to Proposition 3.3.2, ‖ω̃‖a = 0. 2

We are left to determine how to efficiently solve for δcmd the overdetermined system of
equation

q̄B2 diag(λ̂)δcmd = M̂A,cmd

with M̂A,cmd given in (3.29). This will be dealt with in the sequel.
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Chapter 4

Outer-loop Control

4.1 Control of the Lateral Velocity

The equation of the dynamics of the lateral velocity, introduced in (1.8), reads as

v̇ = pw − ru+ 1
mYA(β) + g sinφ cos θ (4.1)

Using the attitude error (R̃, ω̃) defined in (2.16) and the perturbation term ∆ defined
in (2.20), the lateral dynamics is written as part of the internal dynamics of the system
with respect to the attitude tracking error yatt := R̃− I3 as follows

v̇ = prefw − rrefu+ g sin(φref) cos(θref) + 1
mYA(β) + dv,1(σ, ω̃,ν) (4.2)

where
dv,1(σ, ω̃,ν) := eT2∆(R̃, ω̃,ν)

Recall that dv,1(0,0,ν) = 0 for all ν ∈ R3, and that dv,1(0,0,ν) is a bounded function of
ν for any fixed (σ, ω̃) whenever VT is bounded. The first two term in the right-hand side
of (4.2) are expanded as follows, making use of the approximation cosβ ≈ 1:

prefw − rrefu = prefVT sinα− rrefVT cosα

= prefVT,ref sinα− rrefVT,ref cosα+ (pref sinα− rref cosα)ṼT

= prefVT,ref sinαref − rrefVT,ref cosαref + (pref sinα− rref cosα)ṼT

+ VT,ref [ pref(sinα− sinαref)− rref(cosα− cosαref)]

= prefwref − rrefuref + dv,2(ṼT ) + dv,3(α)

where:

• dv,2(ṼT ) := (pref sinα− rref cosα)ṼT is a perturbation that vanishes at ṼT = 0 and is
bounded for all fixed ṼT ;

• dv,3(α) := VT,ref [ pref(sinα− sinαref)− rref(cosα− cosαref)] is a bounded perturba-
tion that vanishes at α = αref .

Since α = αref if and only if VT = VT,ref and w = wref , the perturbation dv,3(α) vanishes
when ṼT = 0 and w̃ := w − wref = 0. Consequently, we shall adopt the more informative
notation dv,3(α) = dv,3(ṼT , w̃).
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As a result, the dynamics of the lateral velocity is written as follows

v̇ = prefwref − rrefuref + g sin(φref) cos(θref) + 1
mYA(β) + dv,1(σ, ω̃,ν)

+ dv,2(ṼT ) + dv,3(ṼT , w̃)

Note that, at trim,
p?refw

?
ref − r?refu

?
ref + g sin(φ?ref) cos(θ?ref) = 0

due to the selection of φ?ref as the roll angle for coordinated turn. As a result,

dv,ref(t) := pref(t)wref(t)− rref(t)uref(t) + g sin(φref(t)) cos(θref(t))

satisfies, by assumption,
lim
t→∞
|dv,ref(t)| = 0

It should be noted that the side force YA(β) = q̄SCY (β,M∞) satisfies the following property
(recall that β = arcsin(v/VT )):

Property 4.1.0.1 There exists a class-K function κ(·) : R≥0 → R≥0 such that

1
mYA(β)v < −κ(|v|) for all v ∈ R such that |v| ≤ VT

Furthermore, there exist numbers % > 0, κ̄ > 0 such that κ(s) ≥ κs for all s ∈ [0, %].

Property 4.1.0.1 establishes the fact that the side force provides dissipation for the lateral
velocity dynamics (4.2). Finally, defining x̃ := x− xref and letting

dv(t, x̃) := dv,1(σ, ω̃,ν) + dv,2(ṼT ) + dv,3(ṼT , w̃) + dv,ref(t)

be the overall state-dependent perturbation (note that dv,ref(t) depends only on exogenous
reference signals), the lateral dynamics is written as

v̇ = 1
mYA(β) + dv(t, x̃) (4.3)

For system (4.3) the following holds as an immediate consequence of Property (4.1.0.1):

Proposition 4.1.1 The lateral velocity dynamics are locally input-to-state stable with re-
spect to the disturbance input dv. In particular, there exists a constant µv and a class-K
function ϕv(·) such that, for all disturbance inputs satisfying ‖dv‖∞ ≤ µv, the state v(·)
of (4.3) satisfies the asymptotic bound

‖v‖a ≤ ϕv (‖dv‖a) (4.4)

Using repeatedly the relation [15,16]

%(a+ b) ≤ %(2a) + %(2b) ≤ 2 max {%(2a), %(2b)}

which holds for any class-K function %(·) and any a, b ≥ 0, one obtains

‖v‖a ≤ 4 max {ϕv (4‖dv,1‖a) , ϕv (4‖dv,2‖a) , ϕv (4‖dv,3‖a) , ϕv (4‖dv,ref‖a)}
= 4 max {ϕv (4‖dv,1‖a) , ϕv (4‖dv,2‖a) , ϕv (4‖dv,3‖a)} (4.5)

It is noted that the asymptotic norm of dv,ref(·) has been removed from the bound (4.4)
due to the fact that ‖dv,ref‖a = 0 by definition of the class of reference trajectories under
consideration.
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4.2 Control of the Vertical Velocity

The equation of the dynamics of the vertical velocity, introduced in (1.8), reads as

ẇ = qu− pv +mg cosφ cos θ + 1
mZA(α) + 1

mZA,δ (4.6)

The goal is to use the available aerodynamic control force, ZA,δ to let w(t) track the reference
trajectory wref(t) := VT,ref(t) sinαref(t), being α(t), t ≥ t the reference for the angle of
attack, which is a degree of freedom in the design. For the time being, we assume that
αref(t), t ≥ t is an signal that is available together with its derivatives.

The expression of the vertical aerodynamic force due to the fuselage, ZA,base has the fol-
lowing expression, as given in Table (1.3) and equations (1.6)

ZA,base = −D sinα− L cosα

= −q̄S
(
C0
D + CαDα+ Cα

2

D α
2 + CM∞D M∞

)
sinα+

− q̄S
(
C0
L+CαLα+CM∞αL M∞α+Cα

2

L α2+CM∞L M∞

)
cosα

We approximate this expression with the following second-order expansion1

ZA,base ≈ −q̄SCαz α− q̄SCα
2

z α2 − q̄SC0
z (4.7)

where it is noted that Cαz > 0. It is also noted that Cαz is the dominant term in the above
expansion. With this in mind, we let

1
mZA,base = φw(α)Tϑw

where the vector of uncertain aerodynamic parameters reads as

ϑw = [C0
z Cαz Cα

2

z ]T

and the regressor φw(α) has an obvious expression. The vertical dynamics is therefore
written as follows

ẇ = qu− pv + g cosφ cos θ + φw(α)Tϑw + 1
mZA,δ (4.8)

where the aerodynamic control force ZA,δ reads as

ZA,δ = eT3 FA,δ = q̄ eT3B1 diag(λ)δ = q̄ eT3B1 diag(δ)λ

Consider an adaptive observer for (4.8) of the form

˙̂w = qu− pv + g cosφ cos θ + ϑ̂
T

wφw(α) + q̄
m e

T
3B1 diag(δ)λ̂+ kw (w − ŵ) (4.9)

yielding the observer error dynamics

˙̃wobsv = −kww̃obsv + φw(α)T ϑ̃w + q̄
m e

T
3B1 diag(δ)λ̃ (4.10)

1Alternatively, one can obtain a curve-fitted model of ZA,base of the form (4.7) directly from wind-tunnel
or CFD data.
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where ϑ̃w := ϑw − ϑ̂w, and λ̃ := λ − λ̂ has been defined in (3.24). Using the Lyapunov
function candidate

Ww(w̃obs, ϑ̃w, λ̃) := 1
2 w̃

2
obs + 1

2 ϑ̃
T
wΓ
−1
w ϑ̃w + 1

2 λ̃
T
Γ−1
λ λ̃ (4.11)

the update law for the estimates ϑ̂w is readily found to be

˙̂
ϑw = Proj

ϑ̂w∈P
{Γwφw(α)w̃obs} , ϑ̂w(0) ∈ intP (4.12)

where Γw = Γ Tw > 0 is a gain matrix. The update law for λ̂ is obtained by augmenting the
last equation of (3.26) with a term that serves the purpose of canceling the cross term that
depends on ϑ̃w in the derivative of the Lyapunov function candidate (4.11). The expression
of the redefined update law for λ̂ is given by

˙̂
λ = Proj

λ̂∈Λ

{ q̄
mΓ λdiag(δ)T

[
BT

1 e3w̃obsv +mBT
2 ω̃obsv

]}
, λ̂(0) = 1 (4.13)

where Γ λ = Γ Tλ > 0 is the adaptation gain matrix, and 1 = [1 1 · · · 1]T .

In the sequel, we concentrate on the analysis of the observer of the vertical dynamics only.
With a substantial abuse, we will omit the coupling of the update law (4.13) with the
angular velocity observer dynamics, with the underlying notion that the actual stability
analysis should be carried out jointly with the observer error dynamics (3.27). As a result,
we henceforth consider the update law

˙̂
λ = Proj

λ̂∈Λ

{ q̄
mΓ λdiag(δ)TBT

1 e3w̃obsv

}
, λ̂(0) = 1 (4.14)

in place of (4.13) only for the purpose of analyzing the stability properties of the vertical
velocity observer. The overall stability result for the vertical velocity and angular velocity
observers under the full update law (4.13) is just the combination of Proposition 3.3.2 and
Proposition 4.2.1 below.

For the dynamics of the adaptive observer (4.10)–(4.12)–(4.14) in error coordinates, namely

˙̃wobsv = −kww̃obsv + φw(α)T ϑ̃w + q̄ eT3B1 diag(δ)λ̃

˙̃
ϑw = − Proj

ϑ̂w∈P
{Γwφw(α)w̃obs}

˙̃
λ = −Proj

λ̂∈Λ

{ q̄
mΓ λdiag(δ)TBT

1 e3w̃obsv

}
(4.15)

the following result holds:

Proposition 4.2.1 Assume that there exist a positive constant βmax < π/2 such that, for
all t ≥ 0,

|β(t)| ≤ βmax

and that the forward trajectory VT (t), t ≥ 0, is bounded. Then, all forward trajectories of
system (4.15) originating from initial conditions as in (4.9), (4.12) and (4.14) are bounded
and satisfy

‖w̃obs‖a = 0
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Proof. Since

α = arctan
(w
u

)
= arctan

(
w

VT cosα cosβ

)
one obtains

sinα =
w

VT cosβ
=⇒ α = arcsin

(
w

VT cosβ

)
hence α is bounded if the assumptions hold. The proof then follows directly from applica-
tion of La Salle/Yoshizawa Theorem using the Lyapunov function candidate (4.11). 2

Next, we devote our attention to the problem of controlling the observer (4.9)

˙̂w = qu− pv + g cosφ cos θ + ϑ̂
T

wφw(α) + 1
m ẐA,δ + kww̃obsv

with the purpose of regulating the tracking error w̃ = w − wref . Define the estimated
tracking error êw := ŵ − wref and note that êw = w̃ + w̃obsv. Due to the limited control
authority provided by the (estimated) aerodynamic force ẐA,δ, we avoid a control strategy
that aims at canceling the known dynamics of the observer, but instead rely on the natural
dissipation provided by ZA,base. In. this sense, the control input will only be used to
decouple the observed vertical velocity dynamics from the lateral velocity dynamics, to
compensate for the gravity force and for imposing the required equilibrium at trim.

Specifically, note that

qu = qrefVT sinα cosβ + q̃ VT sinα cosβ

= qrefVT,ref sinα cosβ + qref ṼT sinα cosβ + q̃ VT sinα cosβ

and define the control

ẐA,δ = −mεwê+mpv −mqrefVT,ref sinα cosβ +mq̄SĈαz αref −mg cosφ cos θ +m q̄SĈα
2

z α2

+m q̄SĈ0
z −mẇref

where εw > 0 is a small gain parameter2, to obtain the observed tracking dynamics

˙̂ew = −εwê− q̄SĈαz (α− αref) + qref ṼT sinα cosβ + q̃ VT sinα cosβ + kww̃obsv (4.16)

Recalling that

α = arctan
(w
u

)
, αref = arctan

(
wref

uref

)
2It is emphasized that the small dissipation term −εw ê provided by the controller may not be needed at

all, as the term −q̄SĈαz (α − αref) usually provides ample stability margin for the estimated tracking error
dynamics (4.16).
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one obtains

α− αref = arctan
(w
u

)
− arctan

(
wref

uref

)
= arctan

(
w

uref

)
− arctan

(
wref

uref

)
+ arctan

(w
u

)
− arctan

(
w

uref

)
︸ ︷︷ ︸

%1(ν)

= arctan

(
ê

uref

)
+ arctan

(
w

uref

)
− arctan

(
ê

uref

)
− arctan

(
wref

uref

)
︸ ︷︷ ︸

%2(ν)

+%1(ν)

= arctan

(
ê

uref

)
+ %1(ν) + %2(ν)

The term %1(ν) is expanded as follows:

%1(ν) = arctan
(w
u

)
− arctan

(
w

uref

)
= arctan

(
w

ũ+ uref

)
− arctan

(
w

uref

)
= arctan

(
w

ṼT cosα cosβ + uref

)
− arctan

(
w

uref

)
as a result, %1(ν) = %1(ṼT ) is a bounded perturbation vanishing at ṼT = 0. Similarly, using
the fact that

w = w + wref − wref + ŵ − ŵ = êw + w̃obsv + wref

the term %2(ν) is expanded as follows:

%2(ν) = arctan

(
w̃obsv + êw + wref

uref

)
− arctan

(
ê

uref

)
− arctan

(
wref

uref

)
which shows that %2(ν) = %2(w̃obsv is a bounded perturbation vanishing at w̃obsv = 0.
Finally, defining

dw,1(ω̃, ṼT ) := −q̄SĈαz %1(ṼT ) + qref ṼT sinα cosβ + q̃ VT sinα cosβ

dw,2(w̃obsv) = −q̄SĈαz %2(w̃obsv) + kww̃obsv

to obtain from (4.16)

˙̂ew = −εwêw − κw(ê) + dw,1(ω̃, ṼT ) + dw,2(w̃obsv) (4.17)

where

κw(ê) := q̄SĈαz arctan

(
ê

uref

)
As the estimate Ĉαz is constrained by parameter projection to range over the same compact
interval where Cαz belongs, there exist constants cz > 0 and c̄z > 0 such that

0 < cz ≤ Ĉαz (t) ≤ c̄z
As a result, since uref ranges over a compact set as well, there is a class-K function κ̄w(·)
such that

êκw(ê) ≥ |êw| κ̄w(|êw|)
As a result, it is readily seen that system (4.17) is ISS with respect to the inputs dw,1(ω̃, ṼT )
and dw,2(w̃obsv). More specifically, the following result holds:
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Proposition 4.2.2 The observed vertical velocity system (4.16) is input-to-state stable with
respect to the disturbance inputs dw,1(ω̃, ṼT ) and dw,2(w̃obsv). In particular, the state êw(·)
of (4.16) satisfies the asymptotic bound

‖ê‖a ≤ 2 max
{
ϕ−1
w (2‖dw,1‖a), ϕ−1

w (2‖dw,2‖a)
}

(4.18)

where ϕw(·) is the class-K∞ function defined as

ϕw(s) :=
εw
2
s+ κ̄w(s) , s ∈ [0,∞)
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Chapter 5

Control Reconfiguration

In the previous sections, we have defined the expressions for the commanded control aero-
dynamic forces and moments, F̂A,cmd and M̂A,cmd. The goal of this chapter is to present
a method to solve for δcmd the overdetermined equations

F̂A,cmd = q̄B1 diag(λ̂)δcmd, M̂A,cmd = q̄B2 diag(λ̂)δcmd

while suitably exploiting the non-uniqueness of solutions. Control reconfiguration capabil-
ities are provided by adaptation on the entries of the estimated actuator effectiveness λ̂
(developed in Chapter 3 and Chapter 4), and by dynamic control allocation (DCA), which
is the subject of this chapter. The material in this chapter is adapted from the recent
works [17–19].

5.1 Preliminary Transformations

Recall that the expression of the control effectiveness matrix

B =

(
B1

B2

)

where

B1 =


0 0 0 0 0 0

−Cc
y Cc

y −C f
y C f

y Ct
y −Ct

y

−Cc
z −Cc

z −C f
z −C f

z Ct
z Ct

z



B2 =


−Cc

l Cc
l −C f

l C f
l Ct

l −Ct
l

−Cc
m −Cc

m −C f
m −C f

m Ct
m Ct

m

Cc
n −Cc

n C f
n −C f

n −Ct
n Ct

n


and that

rankB = 4

As a result, the system is input redundant, with dim kerB = 2. To simplify the expression
of the control effectiveness matrix, consider the isomorphism T : R6 → R6 defined by the
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non-singular matrix

T =



1 1 0 0 0 0

0 0 1 1 0 0

0 0 0 0 1 1

1 −1 0 0 0 0

0 0 1 −1 0 0

0 0 0 0 1 −1


and define the change of coordinates in the input space1

δeff = Tdiag(λ̂)δcmd, δcmd = diag(λ̂)−1T−1δeff (5.1)

The new coordinates δeff represent the symmetric and anti-symmetric deflections of pairs of
each pair of left and right actuators, weighted by their effectiveness. In the new coordinates,
the expression of the control effectiveness matrices is greatly simplified, as

B1T
−1 =


0 0 0 0 0 0

0 0 0 −Cc
y −C f

y Ct
y

−Cc
z −C f

z Ct
z 0 0 0



B2T
−1 =


0 0 0 −Cc

l −C f
l Ct

l

−Cc
m −C f

m Ct
m 0 0 0

0 0 0 Cc
n C f

n −Ct
n


5.2 Baseline solution

We start be resolving the allocation of the commanded control moments. Assign

δeff = 1
q̄

(
B2T

−1
)†
M̂A,cmd +

(
B2T

−1
)⊥
τ 1 (5.2)

where τ 1 ∈ R3 is an additional control,(
B2T

−1
)†

=
(
B2T

−1
)T [(

B2T
−1
) (
B2T

−1
)T ]−1

is the Moore-Penrose pseudo-inverse of B2T
−1 (recall that rankB2 = 3), and

(
B2T

−1
)⊥ ∈

R6×3 is such that
im
(
B2T

−1
)⊥

= ker
(
B2T

−1
)

Note that τ 1 represents coordinates in the kernel of B2, hence the subspace of the effective
deflections δeff that do not produce control moments. Reverting back to the commanded
deflections δcmd via the second identity in (5.1), one obtains

q̄B2 diag(λ̂)δcmd = M̂A,cmd

1Recall that diag(λ̂) ∈ R6×6 is nonsingular for all λ̂ ∈ Λ, as diag(λ̂) ≥ λ6
0 > 0.
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as desired. Next, we evaluate the effect of the selection (5.2) on the translational dynamics.
Clearly,

q̄B1δcmd = B1

(
B2T

−1
)†
M̂A,cmd + q̄B1

(
B2T

−1
)⊥
τ 1

:= B̄11M̂A,cmd + q̄B̄12τ 1

It can be shown via direct computation that B̄11 ∈ R3×3 and B̄12 ∈ R3×3 have the following
structure

B̄11 =


0 0 0

∗ 0 ∗
0 ∗ 0

 , B̄12 =


0 0 0

0 0 0

∗ ∗ ∗


where ‘∗’ represents a generic non-zero entry. It should be noted that the (2, 1)-entry
and (2, 3)-entry of the matrix B̄11 are much smaller in magnitude than the other entries,
which is consistent with the assumption taken earlier to neglect the small-body force YA,δ.
Consequently, we set those entries to zero, and obtain

B̄11 =


0 0 0

0 0 0

0
Cc
mC

c
z + C f

mC
f
z + Ct

mC
t
z

Cc
m

2 + C f
m

2 + Ct
m

2
0



B̄12 =


0 0 0

0 0 0

C f
mC

c
z − Cc

mC
f
z

Cc
m

Cc
mC

t
z − Ct

mC
c
z

Cc
m

C f
mC

c
z − Cc

mC
f
z

Cc
m


with rank B̄11 = rank B̄12 = 1. Recall also that

F̂A,cmd =


0

0

ẐA,cmd


hence F̂A,cmd ∈ im B̄12. Furthermore,

im B̄11 ⊆ im B̄12

hence the equation
B̄11M̂A,cmd + q̄B̄12τ 1 = F̂A,cmd

can be solved (non uniquely) for τ 1. Let τ ?1(F̂A,cmd) denote one such solution, for example

τ ?1(F̂A,cmd) =


0

− Cc
m

Cc
mC

t
z − Ct

mC
c
z

Cc
mC

c
z + C f

mC
f
z + Ct

mC
t
z

Cc
m

2 + C f
m

2
+ Ct

m
2

M̂A,cmd +
Cc
m

Cc
mC

t
z − Ct

mC
c
z

ẐA,cmd

0


and define

τ 1 = 1
q̄τ

?
1 + 1

q̄ B̄
⊥
12τ 2
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where

B⊥12 =


−1

Cc
mC

t
z − Ct

mC
c
z

Cc
mC

f
z − C f

mC
c
z

0 1

1 0


is such that

im B̄
⊥
12 = ker B̄12

and τ 2 ∈ R2 represents coordinates on the kernel of B̄12. Reverting back to the commanded
deflections δcmd via the second identity in (5.1), one obtains

q̄B1 diag(λ̂)δcmd = F̂A,cmd

as desired. As a result, the assignment

δcmd = diag(λ̂)−1T−1δeff

δeff = 1
q̄

(
B2T

−1
)†
M̂A,cmd + 1

q̄

(
B2T

−1
)⊥
τ ?1(F̂A,cmd) + 1

q̄

(
B2T

−1
)⊥
B̄
⊥
12τ 2 (5.3)

results in the generation of the desired forces and moments

q̄B diag(λ̂)δcmd =

(
F̂A,cmd

M̂A,cmd

)

while providing strong input redundancy [2,3] in the form of the free vector τ 2 ∈ R2 express-
ing coordinates in kerB. The assignment (5.3) with τ 2 = 0 is referred to as the baseline
allocation.

5.3 Dynamic Control Allocation

5.3.1 Strong Input Redundancy

The first DCA action presented in this section exploits the so-called strong input redundancy
[2, 3] of the system due to the rank deficiency of B. In this case, the DCA action aims at
distributing the control effort among the available control surfaces in such a way that the
actual aerodynamic surface deflections, δ are closest to the commanded ones, δcmd in the
least-square sense. To this end, write (5.3) in the concise form

δcmd = L1M̂A,cmd +L2τ
?
1(F̂A,cmd) +L3τ 2

with obvious definition of the matrices L1 ∈ R6×3, L2 ∈ R6×3 and L3 ∈ R6×2. Recall that
τ 2 6= 0 does not generate forces or moments, as

BL3 = 0

However, the actual value of δcmd is modified from the baseline control

δcmd = L1M̂A,cmd +L2τ
?
1(F̂A,cmd)
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that assigns the required commanded aerodynamic forces and moments. Consequently, one
may exploit this non-uniqueness in the control allocation (referred to as a strong input
redundancy) to solve an additional optimization problem. Specifically, consider the cost
function

Jstrong := 1
2 (δ − δcmd)T Q1 (δ − δcmd) + 1

2ε1τ
T
2 τ 2

where Q1 ∈ R6×6, Q1 = QT
1 > 0 and ε1 > 0 are weights. The allocation policy for the

strong redundancy input τ 2 is simply obtain by the dynamic minimizer obtained via the
gradient flow

τ̇ 2 = −%1∇τ2Jstrong , τ 2(0) = 0 (5.4)

where %1 > 0 is the adaptation gain. The policy (5.4) yields the exponentially stable
dynamics

τ̇ 2 = −%1

(
LT3Q1L3 + ε1I6

)
τ 2 + %1L

T
3Q1

(
δ −L1M̂A,cmd −L2τ

?
1(F̂A,cmd)

)
Note that, since BL3 = 0, the dynamics of the strong redundancy allocator (5.4) is com-
pletely decoupled from the rest of the dynamics, hence stability of the interconnection be-
tween the allocator and the closed-loop system is guaranteed as long as this latter remains
stable.

5.3.2 Weak Input Redundancy

The second level of allocation regards the use of the assignable reference for the angle of
attack, αref(t), to minimize the difference between the commanded forces and moments and
the actual ones produced by the aerodynamic actuators via a suitable reconfiguration of
the vehicle attitude that does not affect the tracking performance. This possibility is made
possible by the fact that the system under investigation is also weakly input redundant, in
the terminology of [2, 3].
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Appendix A

Attitude Parameterization

The goal of this brief section is to fix the notation and introduce basic concepts regarding
the attitude parameterization of a rigid body in a given coordinate frame.

A.1 Rotation Matrices

Let two coordinate systems be given, an inertial one, Fe = {~e1,~e2,~e3}, and a body-fixed
one, Fb = {~b1,~b2,~b3}. All coordinate frames are assumed to have common origin of the
axes defined by the vectors ~ei,~bi, i = 1, 2, 3. To represent the relative orientation between
Fe and Fb, note that

~bi =
3∑
j=1

(~bi ◦ ~ej)~ej

from which one obtains the relation between the basis vectors

[
~b1

~b2
~b3

]
=
[
~e1 ~e2 ~e3

]
~b1 ◦ ~e1

~b2 ◦ ~e1
~b3 ◦ ~e1

~b1 ◦ ~e2
~b2 ◦ ~e2

~b3 ◦ ~e2

~b1 ◦ ~e3
~b2 ◦ ~e3

~b3 ◦ ~e3

 =:
[
~e1 ~e2 ~e3

]
Reb (A.1)

where Reb is the rotation matrix describing the orientation of Fb in Fe. Given a vector ~ν,
its expression in each of the two coordinate frames is given by

~ν = eν1~e1 +eν2~e2 +eν3~e3 = bν1
~b1 +bν2

~b2 +bν3
~b3

yielding [
~e1 ~e2 ~e3

]
eν1

eν2

eν3

 =
[
~b1

~b2
~b3

]
bν1

bν2

bν3

 (A.2)

Using (A.1) in the right-hand side of (A.2), one obtains

~ν =
[
~e1 ~e2 ~e3

]
eν1

eν2

eν3

 =
[
~e1 ~e2 ~e3

]
Reb


bν1

bν2

bν3


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hence 
eν1

eν2

eν3

 = Reb


bν1

bν2

bν3


More concisely, letting bν ∈ R3 and eν ∈ R3 be the coordinate vectors of ~ν in Fb and Fe,
respectively, one obtains

eν = Reb
bν

which expresses the fact that Reb : R3 → R3 maps the coordinates of a vector expressed in
the frame Fb into the coordinates of the same vector expressed in the frame Fe. It is well
known (but shall not be proven here) that Reb belongs to the special orthogonal group

SO(3) :=
{
R ∈ R3×3 : RTR = I3 and detR = 1

}
It is known that dimSO(3) = 3.

The rotational kinematic equations of a rigid body with body-fixed frame Fb and Earth-
centered inertial frame Fe read as

Ṙeb = RebS(bω)

or as
Ṙeb = S(eω)Reb

where S(·) is the skew-symmetric operator defined by S(ω)ν = ω × ν, and bω ∈ R3 and
eω ∈ R3 are the coordinate vectors of the angular velocity of the body expressed in Fb

and Fe, respectively.

A.2 Euler Angle Parameterization

One of the most popular minimal parameterization (hence requiring three parameters) of
the rotation matrix is obtained via a series of elementary rotations. This parameterization
is often termed Euler angles parameterization: as a matter of fact, the Euler angles param-
eterization is but one out of twelve possible choices for the sequences of three elementary
rotations. The method that we will use to bring the frame Fb in a desired orientation
with respect to the frame Fe consists in aligning the two systems and perform a rotation
of Fb around the axes ~e1, ~e2 and ~e3 of Fe by angles equal to φ (roll), θ (pitch) and ψ
(yaw). We shall obtain the corresponding final rotation matrix Reb using the sequence of
= intermediate rotations Rx,φ, Ry,θ, Rz,ψ, yielding

Reb = RT
z,ψR

T
y,θR

T
x,φ

or, using exponential notation
Reb = eẑψeŷθex̂φ ,

dove

x̂ =


0 −1 0

1 0 0

0 0 0

 , ŷ =


0 0 1

0 0 0

−1 0 0

 , ẑ =


0 0 0

0 0 −1

0 1 0

 .
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Letting η = col(φ, θ, ψ) the vector of generalized coordinates, the relation between the time
derivative of η(t) and the angular velocity bω of Fb in Fe, expressed in Fb is the following:

bω =


φ̇

0

0

+Rx,φ


0

θ̇

0

+Rx,φRy,θ


0

0

ψ̇

 .

This relation yields the kinematic equation

η̇ = H(η) bω

where

H(η) =


1 sinφ tan θ cosφ tan θ

0 cosφ − sinφ

0
sinφ
cos θ

cosφ
cos θ

 , H(η)−1 =


1 0 − sin θ

0 cosφ cos θ sinφ

0 − sinφ cos θ cosφ


A.3 Euler Parameters and Unit Quaternions

An increasingly popular way of parameterizing rotations, which is globally nonsingular and
is quite attractive from a computational viewpoint is offered by Euler parameters. The
Euler parameters corresponding to a rotation of an angle θ about an axis ~λ are given by

Q =

{
ε

η

}
=

 sin θ
2λ

cos θ2

 ,

where λ is any representation of the vector ~λ in coordinates. The Euler parameters form a
unit quaternion, hence they can be manipulated using the quaternion algebra. We refer to
ε ∈ R3 as the vector part of the quaternion and to η as its scalar part. The unit quaternions
satisfy the norm constraint

‖Q‖2 = η2 + εTε = 1 .

The Euler theorem states that the relative orientation between two coordinate frames can
be expressed as a single rotation about a fixed axis. The associated rotation matrix R is
given by the exponential formula

R = exp (θS(λ)) .

It is not difficult to compute the expression of R in terms of its Euler parameters

R(Q) = I3 + 2S2(ε) + 2ηS(ε) , (A.3)

R =


1− 2 ε23 − 2 ε22 2 ε2 ε1 − 2 η ε3 2 ε3 ε1 + 2 η ε2

2 ε2 ε1 + 2 η ε3 1− 2 ε23 − 2 ε21 2 ε3 ε2 − 2 η ε1

2 ε3 ε1 − 2 η ε2 2 ε3 ε2 + 2 η ε1 1− 2 ε22 − 2 ε21

 ,

from which it is readily seen that R(Q) = I3 if and only if ε = 0 and η = ±1. Note
that {ε, η} and {ε,−η} represent the same rotation. The two fundamental operations of
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the algebra of quaternions are the quaternion addition Q = Q1 + Q2 and the quaternion
multiplication Q = Q1 ?Q2. In the first case, Q is simply defined as the quaternion whose
vector part and scalar part are the sum of the vector parts and the scalar parts of Q1 and
Q2 respectively, while the second operation is defined according to the following rule:

Q1 ?Q2 =

[
η1I3 + S(ε1) ε1

−εT1 η1

]{
ε2

η2

}
.

The quaternion product is used to derive the Euler parameters corresponding to composite
rotations. Consider, for instance, a sequence of rotations that aligns the body-fixed frame
Fb with an auxiliary frame Fc and then with an inertial frame Fi. The resulting rotation
matrix is given by

R(Qib) = R(Qic)R(Qcb) ,

with the corresponding quaternions Qib, Qic, Qcb satisfying

Qib = Qic ?Qcb .

Finally, we denote with Q† the conjugate quaternion, defined as

Q† =

{
ε

η

}†
=

{
−ε
η

}
.

The conjugate quaternion satisfies

Q ?Q† = Q† ?Q =

{
0

1

}
,

and thus, if Q parameterizes R, the conjugate quaternion Q† is the one associated with
RT . The quaternion propagation rule relates the time derivative of the quaternion with the
angular velocity vector of the rotation

Q̇ =
1

2
Q ?

{
ω

0

}
,

where the last term on the right-hand side is the quaternion whose vector part is the angular
velocity vector and scalar part equal to zero. The inverse relationship is given by{

ω

0

}
= 2Q† ? Q̇ .

A more convenient notation for the quaternion propagation rule is given as follows

Q̇ = 1
2E(Q)ω

Q̇ = 1
2A(ω)Q

where

E(Q) =

(
ηI3 + S(ε)

−εT

)
=


η −ε3 ε2

ε3 η −ε1
−ε2 ε1 η

−ε1 −ε2 −ε3

 ,
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A(ω) =

(
−S(ω) ω

−ωT 0

)
.

Note that ET (Q)E(Q) = I3 and that ‖E(Q)| = 1 for all Q. Therefore,

ω = 2ET (Q)Q̇ ,

ET (Q) =


η ε3 −ε2 −ε1
−ε3 η ε1 −ε2
ε2 −ε1 η −ε3


A.4 Orientation Error

Consider the goal to let the body-fixed coordinate frame track a time-varying, desired orien-
tation, represented by a reference coordinate frame Fd. This latter is specified by means of a
reference rotation Rd with respect to the inertial coordinate frame, with associated angular
velocity vector ~ωd(t). The reference rotation matrix satisfies the differential equation

Ṙd = RdS(ωdd) ,

where ωdd ∈ R3 denotes the expression of ~ωd in Fd. The orientation error between the
desired frame and the body-fixed frame is defined in terms of the orientation of Fb relative
to Fd

R̃ = RT
dR ,

or the orientation of Fd relative to Fb

R̄ = RTRd .

According to the first choice (R̃), the angular velocity error is the angular velocity of the
body-fixed frame relative to the desired frame, expressed in body coordinates as

ω̃b = ωb − ωbd
= ωb − R̃T

ωdd ,

and with respect to the desired frame as

ω̃d = ωd − ωdd
= R̃ωb − ωdd .

In the second case (R̄), the angular velocity error is the angular velocity of the desired
frame relative to the body-fixed frame, expressed in body coordinates simply as

ω̄ = −ω̃ .

Let’s adopt the R̃ notation; consequently, letting Q and Qd be the quaternion associated
with R and Rd respectively, we obtain the quaternion associated with R̃ as

Q̃ = Q†d ?Q .
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A.5 Modified Rodrigues Parameters

Consider the rotation matrix R ∈ SO(3) mapping vectors from their representation in the
body-fixed frame Fb into their representation in the inertial frame Fe, i.e.,

R = Reb , and νe = Rνb .

Let λ be the instantaneous axis of rotation of Fb with respect to Fe, and let θ the angle of
which Fb is rotated about λ (with a slight abuse of notation, we denote the axis of rotation
by its coordinates, and not as a vector in the Euclidian space, as its representation is the
same in both Fe and Fb). The angle/axis parameterization of R gives

R = exp(S(λ)θ)

which yields, according to Rodrigues formula,

R = I3 + sin(θ)S(λ) + (1− cos(θ))S(λ)2 ,

where S(λ)ν = λ× ν. The Euler parameters, defined as

η = cos θ2 , ε = λ sin θ
2

form a unit quaternion
η2 + εTε = 1

and gives the following expression for the rotation matrix

R = I3 + 2ηS(ε) + 2S(ε)2 .

Note that, since
S(ν)2 = ννT − νTνI3 ,

the rotation matrix as a function of the Euler parameters is sometimes given as

R = (η2 − εTε)I3 + 2εεT + 2S(ε) .

The modified Rodrigues parameters of R are defined as

σ =
ε

1 + η
= tan θ

4λ .

The advantage of the MRP versus the standard Gibbs/Rodrigues parameters

ρ =
ε

η
= tan θ

2λ

lies in the fact that the latter become singular at η = 0, while the former have a singularity
at η = −1. This implies that the MRP can describe rotations in the range θ = [0, 2π),
while the standard Rodrigues parameters cannot be employed for rotations exceeding the
range θ ∈ [0, π). In this respect, the modified Rodrigues parameters offer the best minimal
parameterization of SO(3).
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Rotation matrix

To derive the rotation matrix as a function of σ, note that

R = I3 + sin(θ)S(λ) + (1− cos(θ))S(λ)2

= I3 + 2 sin θ
2 cos θ2S(λ) + 2 sin2 θ

2S(λ)2 .

Since

sin θ
2 =

2 tan θ
4

1 + tan2 θ
4

, cos θ2 =
1− tan2 θ

4

1 + tan2 θ
4

,

and
1 + tan2 θ

4 = 1 + σTσ ,

we obtain

2 sin θ
2 cos θ2 = 4

1− σTσ
(1 + σTσ)2

tan θ
4 , 2 sin2 θ

2 =
8

(1 + σTσ)2
tan2 θ

4 .

Substitution of the latter formulas into the expression for R yields

R = I3 +
8

(1 + σTσ)2
S(σ)

[
S(σ) + 1

2(1− σTσ)I3

]
.

Kinematic equation

To derive the kinematic equations in terms of the MRP, we proceed as follows: let ω be
the angular velocity on Fb with respect to Fe resolved in Fb, and consider the kinematic
equations in terms of the Euler parameters

η̇ = −1
2ε

Tω

ε̇ = 1
2 [ηI3 + S(ε)]ω .

Since σ =
ε

1 + η
,

σ̇ =
1

2(1 + η)
[ηI3 + S(ε)]ω +

1

2(1 + η)2
εεTω

= 1
2

[
η

1 + η
I3 + S(σ) + σσT

]
ω

= 1
2

[
1− σTσ

2
I3 + S(σ) + σσT

]
ω

= 1
2G(σ)ω

where we have used the fact that

η

1 + η
=

1− σTσ
2

.
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Since S(σ) = σσT − σTσI3, we can also write

G(σ) =

[
1 + σTσ

2
I3 + S(σ) + S(σ)2

]
.

Also, it can be verified that

σTG(σ) =

(
1 + σTσ

2

)
σT

and that

GT (σ)G(σ) =

(
1 + σTσ

2

)2

I3 =⇒ G−1(σ) =

(
2

1 + σTσ

)2

GT (σ) .

Additional results

The kinematic equation
σ̇ = 1

2G(σ)ω

is lossless with respect to the input u = ω and the output y = σ, with storage function
V (σ) = 2 ln(1 + σTσ). As a matter of fact,

∂ ln(1 + σTσ)

∂σ
G(σ)ω = σTω .

This implies that all the nice results about stabilization using passivity that hold for the
quaternion parameterization apply mutatis mutandis to the MRP. Also, since

2 ln(1 + σTσ) ≤ 2‖σ‖2 , for all σ

and
‖σ‖2 ≤ 2 ln(1 + σTσ) , for all σ : ‖σ‖ ≤ 1 ,

it is easy to prove local exponential stability as well.
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Appendix B

Stability Tools

B.1 Notation and Math Preliminaries

For vectors x ∈ Rn, z ∈ Rm, we let col(x, z) := (xT zT )T .

Norms and Function Spaces

Norms on finite-dimensional vector spaces X ∼= Rn are denoted by a single bar, | · | : X →
R≥0. This notation encompasses vector norms, |x| for x ∈ Rn, and matrix norms, |A| for
A ∈ Rm×n. Due to the fact that norms on finite-dimensional vector spaces are all equivalent,
norm types are left unspecified, unless explicitly noted. As a result, there is little loss of
generality in assuming that | · | : X → R≥0 is the euclidean norm on X , that is:

|x| = |x|2 :=

√√√√ n∑
i=1

x2
i , x ∈ Rn , |A| = |A|2 := sup

x∈Rn
x 6=0

|Ax|2
|x|2

=
√
λmax (ATA) , A ∈ Rm×n

where λmax(M) denotes the largest eigenvalue of the matrix M ∈ Rn×n. Given a set
A ⊂ Rn, the norm on Rn with respect to A is defined as the point-to-set distance

|x|A := dist(x,A) := inf
ξ∈A
|x− ξ|

Conversely, for function spaces we distinguish several types of functional norms, denoted
by a double bar, ‖ · ‖ : U → R≥0, where U is a suitable space of functions. Functions spaces
that will be considered in this class are the spaces of k-times differentiable functions, with
k ∈ [0, 1, . . . ,∞]. Specifically,

CkI(X ) , k ∈ [0,∞] , I ⊂ (−∞,∞) , X ∼= Rn

denotes the space of k-times differentiable functions of a scalar variable defined on the
interval I of the real line, with codomain X . For example, C0

[0,∞)(R
m) denotes the space

of continuous functions u(·) : t 7→ u(t) ∈ Rm, t ∈ [0,∞), whereas C1
(0,∞)(R

m×n) denotes

the space of continuously differentiable matrix-valued functions u(·) : t 7→ u(t) ∈ Rm×n,
t ∈ (0,∞). Note that Ck+1

I (X ) ⊂ CkI(X ), for k = 0, 1, . . . ,∞. For economy of notation,
unless confusion may arise, we shall omit to specify the codomain. The following norms
will be used on CkI(X ):
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• ∞-norm: ‖u(·)‖∞ := supt∈I |u(t)|

• 2-norm: ‖u(·)‖2 :=
√∫
I |u(τ)|2dτ

If, for a given u(·) ∈ CkI(X ), ‖u(·)‖∞ < ∞, then the function u(·) is said to be bounded on
its domain. If ‖u(·)‖2 <∞, u(·) is said to have finite energy on its domain. Note that if I is
a compact interval (that is, I = [a, b] for some −∞ < a < b <∞), then both ‖u(·)‖∞ <∞
and ‖u(·)‖2 <∞ hold by continuity. Consequently, it makes sense to define

L∞(−∞,∞)(X ) :=
{
u(·) ∈ C0

(−∞,∞)(X ) : ‖u(·)‖∞ <∞
}

L∞[0,∞)(X ) :=
{
u(·) ∈ C0

[0,∞)(X ) : ‖u(·)‖∞ <∞
}

as the spaces of bounded functions defined over (−∞,∞) or [0,∞), and

L2
(−∞,∞)(X ) :=

{
u(·) ∈ C0

(−∞,∞)(X ) : ‖u(·)‖2 <∞
}

L2
[0,∞)(X ) :=

{
u(·) ∈ C0

[0,∞)(X ) : ‖u(·)‖2 <∞
}

as the spaces of square-integrable functions defined over (−∞,∞) or [0,∞). Again, the
domain of definition and the codomain will be dropped from the notation whenever con-
venient and appropriate, and use the simpler notation L∞ and L2. For a given function
u(·) ∈ CkI(X ), where either I = (−∞,∞) or I = [0,∞) and τ ∈ I, we define the truncation
of u(·) over (−∞, τ ] (or over [0, τ ]) as the function uτ (·) : I → X defined as

uτ (t) =

{
u(t) t ∈ I and t ≤ τ
0 t ≥ τ

On the basis of this definition, one defines the extended L∞ and L2 spaces respectively as
follows:

L∞,e(−∞,∞)(X ) :=
{
uτ (·) ∈ C0

(−∞,∞)(X ) : ‖uτ (·)‖∞ <∞ for all τ ∈ R
}

L∞,e[0,∞)(X ) :=
{
uτ (·) ∈ C0

[0,∞)(X ) : ‖uτ (·)‖∞ <∞ for all τ ≥ 0
}

and

L2,e
(−∞,∞)(X ) :=

{
uτ (·) ∈ C0

(−∞,∞)(X ) : ‖uτ (·)‖2 <∞ for all τ ∈ R
}

L2,e
[0,∞)(X ) :=

{
uτ (·) ∈ C0

[0,∞)(X ) : ‖uτ (·)‖2 <∞ for all τ ≥ 0
}

Clearly, L∞ ⊂ L∞,e and L2 ⊂ L2,e, but not vice versa.

GIven a signal u(·) ∈ Ck(−∞,∞)(X ), its asymptotic norm, ‖u(·)‖a, is defined as

‖u(·)‖a := lim sup
t→∞

|u(t)|
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Comparison Functions

Definition B.1.1 (Class-K Functions) A function α(·) : R≥0 → R≥0 is said to be of
class-K if it is continuous, strictly increasing and satisfies α(0) = 0. A class-K function is
said to be of class-K∞ if, in addition, it satisfies lims→∞ α(s) = +∞.

Definition B.1.2 (Class-N Functions) A function η(·) : R≥0 → R≥0 is said to be of
class-N if it is continuous and non-decreasing. Note that a class-N function η(·) does not
necessarily satisfy η(0) = 0.

Definition B.1.3 (Class-KL Functions) A function β(·) : R≥0 × R≥0 → R≥0 is said to
be of class-KL if β(·, r) is a class-K function for all r ∈ R≥0 and, for all s ∈ R≥0, β(s, ·) is
a continuous strictly decreasing function satisfying limr→∞ β(s, r) = 0.

B.2 Stability Definitions

In what follows, we consider nonlinear nonautonomous systems of the form

ẋ = f(t, x)

x(t0) = x0

(B.1)

with state x ∈ Rn. The vector field f : R × Rn → Rn is assumed to be at least continu-
ous in t ∈ R, and locally Lipschitz in x ∈ Rn, uniformly in t (note that this implies that
supt≥0 |f(t, x)| < ∞, for all x belonging to arbitrary compact sets M ⊂ Rn.) Often, we
will add the further assumption that f is continuously differentiable, or even smooth. The
assumption on local Lipschitz continuity (uniformly in t) of the vector field f guarantees
that there exists a unique absolutely continuous solution x(t; t0, x0) of (B.20), which can
be extended over a maximal open interval It0,x0 = (t0 − δmin, t0 + δmax). If δmax = +∞,
(respectively, δmin = +∞) for all initial conditions x0 and all initial times t0, we say that
(B.20) is forward complete (respectively, backward complete). A system that is both back-
ward and forward complete is said to be complete. On the other hand, if δmax (respectively,
δmin) is finite, then the trajectory x(t; t0, x0) leaves any compact set M containing x0 as
t → t0 + δmax (respectively, t → t0 − δmin.) It is assumed that the origin x = 0 is an
equilibrium for (B.20), that is f(t, 0) = 0, for all t ∈ R.

Definition B.2.1 (Uniform Stability) The origin of (B.20) is said to be uniformly sta-
ble if for any ε > 0 there exists δε > 0 such that for any t0 ∈ R≥0 and any |x0| ≤ δε the
solution x(t; t0, x0) satisfies |x(t; t0, x0)| ≤ ε for all t ≥ t0.

Definition B.2.2 (Uniform Global Stability) The origin of (B.20) is said to be uni-
formly globally stable if there exists a class-K∞ function γ(·) such that for each (t0, x0) ∈
R≥0 × Rn the solution x(t; t0, x0) satisfies

|x(t; t0, x0)| ≤ γ(|x0|) , ∀ t ≥ t0 .

Note that the definition of uniform stability is different from that of uniform global stability,
as the latter embeds the notion of forward completeness, while the former does not.
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Definition B.2.3 (Uniform Global Attractivity) The origin of (B.20) is said to be
uniformly globally attractive if for any numbers R > 0 and ε > 0 there exists T > 0 (which
depends only on R and ε) such that for any t0 ∈ R≥0 and any |x0| ≤ R

|x(t; t0, x0)| ≤ ε , ∀ t ≥ t0 + T .

Definition B.2.4 (Uniform Global Asymptotic Stability) The origin of (B.20) is said
to be uniformly globally asymptotically stable if it is uniformly stable and uniformly globally
attractive.

A well known result is the following:

Proposition B.2.5 The origin of the system (B.20) is uniformly globally asymptotically
stable if and only if there exists a class-KL function β(·, ·) such that all solutions of (B.20)
satisfy

|x(t; t0, x)| ≤ β(|x0|, t− t0) , ∀ t ≥ t0
for all (t0, x0) ∈ R≥0 × Rn.

Definition B.2.6 (Exponential Convergence) The trajectories of the system (B.20)
are said to be (locally) exponentially convergent if there exists an open neighborhood of
the origin D such that for each pair of initial conditions (t0, x0) ∈ R≥0 × D there exist
constants µ0 > 0, λ0 > 0 such that the solution x(t; t0, x0) satisfies

|x(t; t0, x)| ≤ µ0|x0|e−λ0(t−t0) , ∀ t ≥ t0 . (B.2)

The system (B.20) is said to be globally exponentially convergent if for each pair of initial
conditions (t0, x0) ∈ R≥0 × Rn there exist constants µ0 > 0, λ0 > 0 such that (B.2) is
satisfied.

Definition B.2.7 (Exponential Stability) The origin of (B.20) said to be (locally) ex-
ponentially stable if there exist constants µ > 0, λ > 0 and a neighborhood D of the origin
such that for any initial condition (t0, x0) ∈ R≥0 ×D the corresponding solutions satisfy

|x(t; t0, x)| ≤ µ|x0|e−λ(t−t0) , ∀ t ≥ t0 . (B.3)

The system (B.20) is said to be globally exponentially stable if there exist constants µ > 0,
λ > 0 such that (B.3) is satisfied for any (t0, x0) ∈ R≥0 × Rn.

B.3 Stability Theorems

In this section, we recall a few results on stability theory of the equilibrium of non-
autonomous nonlinear systems of the form (B.20). Almost all the results presented in
this section will be given without proof. The reader may refer to [20] for further details.
The reader should be familiar with Lyapunov stability theory for autonomous nonlinear
systems.
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B.3.1 Lyapunov Theorems

Definition B.3.2 (Lyapunov Function Candidates) A C1 function V : R×Rn → R≥0

is said to be a Lyapunov Function Candidate for (B.20) if there exist class-K∞ functions
α(·), α(·), such that

α(|x|) ≤ V (t, x) ≤ α(|x|) (B.4)

for all t ∈ R and all x ∈ Rn.

In particular, the lower bound in (B.4) establishes the fact that V (t, x) is positive definite
and radially unbounded, that is, V (t, x) > 0 for all t ∈ R and all x ∈ Rn − {0}, and

lim
|x|→∞

V (t, x) = +∞

Conversely, the upper bound establishes the property that V (t, x) is decrescent. The classic
Lyapunov Theorems for non-autonomous systems can be summarized as follows:

Theorem B.3.3 Assume that the C1 function V : R × Rn → R≥0 a Lyapunov Function
Candidate for (B.20). Then, the equilibrium x = 0 of (B.20) is:

• Uniformly globally stable if

∂V

∂t
+
∂V

∂x
f(t, x) ≤ 0

for all t ≥ 0 and all x ∈ Rn;

• Uniformly globally asymptotically stable if there exists a class-K function α(·)
such that

∂V

∂t
+
∂V

∂x
f(t, x) ≤ −α(|x|) (B.5)

for all t ≥ 0 and all x ∈ Rn;

• Globally exponentially stable if (B.4) and (B.5) hold with quadratic functions,
that is,

α(s) = a s2 , α(s) = a s2 , α(s) = a s2

for some constants 0 < a ≤ a, a > 0;

• Uniformly globally asymptotically and locally exponentially stable if (B.4)
and (B.5) hold with locally quadratic functions, that is, there exist positive numbers
δ, a , a, a such that

α(s) ≥ a s2 , α(s) ≤ a s2 , α(s) ≥ a s2

for all s ∈ [0, δ].
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B.3.4 Converse Theorems and Related Results

We recall first some useful results on the inversion of the theorems of Lyapunov. Converse
Lyapunov theorems play a crucial role in modern nonlinear control theory, as the existence
of smooth Lyapunov functions is instrumental in assessing various forms of robustness with
respect to vanishing and persistent perturbations. In regard to this, a fundamental example
is given by the theorem of total stability, given later in the section. An introduction to the
classic contributions by Massera and Kurzweil, can be found in the textbooks [20, 21]. For
recent important results, the reader should consult [22] and [23], which also contain a very
nice discussion of early work on the subject as well as detailed and precise bibliographic
references. The first converse theorem is extremely important, and concerns the existence of
a smooth Lyapunov function for locally Lipschitz systems possessing a UGAS equilibrium.
For a proof, see [24] or [22].

Theorem B.3.5 (Massera) Assume that in (B.20) the vector field f is locally Lipschitz
in x ∈ Rn, uniformly in t. Assume that the equilibrium x = 0 is uniformly globally asymp-
totically stable. Then, there exists a smooth function V : R≥0 × Rn → R≥0, class-K∞
functions α(·), α(·), and a class-K function α(·) such that

α(|x|) ≤ V (t, x) ≤ α(|x|)

∂V

∂t
+
∂V

∂x
f(t, x) ≤ −α(|x|)

for all t ≥ 0 and all x ∈ Rn.

Appropriate versions of the above converse theorem for uniform local asymptotic stability
and local exponential stability read as follows:

Theorem B.3.6 Assume that in (B.20) the vector field f is continuously differentiable in
R≥0 × Br, where Br = {x ∈ Rn : |x| < r}, and that the Jacobian matrix ∂f/∂x is bounded
on Br uniformly in t. Assume that there exist a class-KL function β(·, ·) and a positive
number r0 satisfying β(r0, 0) < r such that the trajectories of (B.20) satisfy

|x(t, t0, x0)| ≤ β(|x0|, t− t0) , ∀x0 ∈ B(r0) , ∀ t ≥ t0 ≥ 0 .

Then, there exists a continuously differentiable function V : R≥0 × Br0 → Rn satisfying

α1(|x|) ≤ V (t, x) ≤ α2(|x|)

∂V

∂t
+
∂V

∂x
f(t, x) ≤ −α3(|x|)∣∣∣∣∂V∂x
∣∣∣∣ ≤ α4(|x|)

for some class-K functions αi(·), i = 1, . . . , 4, defined on [0, r0]. If, in addition, the sys-
tem (B.20) is autonomous, the function V can be chosen independent of t.

Theorem B.3.7 Assume that in (B.20) the vector field f is continuously differentiable in
R≥0 × Br, where Br = {x ∈ Rn : |x| < r}, and that the Jacobian matrix ∂f/∂x is bounded
on Br uniformly in t. Assume that there exist positive constants κ, λ, r0, with r0 < r/κ
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such that for any initial condition (t0, x0) ∈ R≥0×Br0 the corresponding solution of (B.20)
satisfies

|x(t; t0, x)| ≤ κ|x0|e−λ(t−t0) , ∀ t ≥ t0 .
Then, there exists a continuously differentiable function V : R≥0 × Br0 → Rn satisfying

c1|x|2 ≤ V (t, x) ≤ c2|x|2

∂V

∂t
+
∂V

∂x
f(t, x) ≤ −c3|x|2∣∣∣∣∂V∂x
∣∣∣∣ ≤ c4|x|

for some positive constants ci, i = 1, . . . , 4, for all t ≥ 0, and all x ∈ Br. If, in addition,
the equilibrium x = 0 is globally uniformly exponentially stable, the above inequalities hold
on Rn. Moreover, if the system is autonomous, the function V can be chosen independent
of t.

A proof of Theorem B.3.6 and Theorem B.3.7 can be found in [20] and [21]. It is worth
noting that Theorem B.3.5 and Theorem B.3.7 can be combined, retaining the more re-
strictive assumptions on the regularity of the vector field f stated in Theorem B.3.7, to
obtain a converse Lyapunov theorem for UGAS and LES equilibria yielding a continuously
differentiable Lyapunov function which is locally quadratic at the origin.

Theorem B.3.8 Assume that in (B.20) the vector field f is continuously differentiable in
R≥0 × Rn, and the Jacobian matrix ∂f/∂x is bounded on any compact set, uniformly in t.
Then, the equilibrium x = 0 is uniformly globally asymptotically stable (UGAS) and locally
exponentially stable (LES) if and only if there exist a continuously differentiable function
V : R≥0 × Rn → R≥0, class-K∞ functions α(·), α(·), a class-K function α(·), and positive
numbers δ, a , a, a such that

α(|x|) ≤ V (t, x) ≤ α(|x|)

∂V

∂t
+
∂V

∂x
f(t, x) ≤ −α(|x|)

for all t ≥ 0 and all x ∈ Rn, and

α(s) ≥ a s2 , α(s) ≤ a s2 , α(s) ≥ a s2

for all s ∈ [0, δ].

A proof of Theorem B.3.8 can be obtained following the same lines, mutatis mutandis,
of [25, Lemma 10.1.5]. For autonomous systems possessing a locally asymptotically stable
equilibrium, the following theorem due to Kurzweil [26] establishes the existence of a smooth
Lyapunov function which is proper on the domain of attraction, generalizing in a significant
way the classic theorem by Zubov [27]. A nice self-contained proof can be found in [20,
Theorem 4.17].
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Theorem B.3.9 (Kurzweil) Assume that the system (B.20) is autonomous, and let f :
D → Rn be locally Lipschitz on the domain D ⊂ Rn containing the origin. Assume that the
origin is a (locally) asymptotically stable equilibrium, and denote with A ⊂ D its domain
of attraction. Then, there exists a smooth, positive definite function V : A → R≥0 and a
continuous, positive definite function W : A → R≥0 satisfying

lim
x→∂A

V (x) = +∞

∂V

∂x
f(x) ≤ −W (x) , ∀x ∈ A .

In particular, for any c > 0, the level set Ωc = {x ∈ Rn : V (x) ≤ c} is a positively invariant
compact subset of A.

B.3.10 Stability of Perturbed Systems

The following theorem, known as the Theorem of Total Stability, establishes the fact that
uniform asymptotic stability of an equilibrium of a nonlinear systems provides robustness
against small non-vanishing perturbations. In particular, the theorem establishes bounded-
ness of all trajectories of a perturbed system that originate sufficiently close to the equilib-
rium, if the perturbation is “sufficiently small” in a meaningful sense.

Theorem B.3.11 (Total Stability)

Consider system (B.20), and assume that the vector field f is continuously differentiable in
R≥0 × Br, where Br = {x ∈ Rn : |x| < r}, that the Jacobian matrix ∂f/∂x is bounded on
Br uniformly in t, and that f(t, 0) = 0 for all t ≥ 0. Let g : R≥0 × Br → Rn be such that
g(t, x) is piecewise continuous in t and locally Lipschitz in x, uniformly in t. Assume, in
addition, that the equilibrium at the origin of (B.20) is (locally) uniformly asymptotically
stable. Then, given any ε > 0, there exists δ1 > 0 and δ2 > 0 such that if

|x0| ≤ δ1

|g(t, x)| ≤ δ2 ∀ t ≥ 0 ∀x ∈ Bε

then the trajectory x(t) = x(t; t0, x0) of the perturbed system

ẋ = f(t, x) + g(t, x)

x(t0) = x0

satisfies |x(t)| ≤ ε for all t ≥ t0 ≥ 0.

Next, we restrict our attention to systems affected by bounded external disturbances,
namely systems of the form

ẋ = f(t, x, d)

x(t0) = x0 (B.6)

where d(·) ∈ L∞(Rm). For these systems, we introduce and introduce a few important no-
tions related to bounded-input bounded-state stability. The first such notion is improperly
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referred to as a stability property, as it does not entail contractivity of the forward trajec-
tory over the semi-infinite interval (in terms of its L∞-norm) with respect to the L∞-norm
of the disturbance. It is, however, an important property related to unifirm boundedness
of trajectories in the face of bounded disturbances:

Definition B.3.12 (Global Uniform Ultimate Boundedness) System (B.6) is said to
possess the global uniform ultimate boundedness property (GUUB) with respect to d if there
exists a class-N function η(·) such that for any initial condition (t0, x0) ∈ R×Rn and any
d(·) ∈ L∞(Rm), the forward solution x(t) := x(t; t0, x0, d[t0,t)), t ≥ t0, of (B.6) satisfies

‖x(·)‖a ≤ η(‖d(·)‖∞) , ‖d(·)‖∞ := sup
t≥t0
|d(t)| (B.7)

The GUUB property admits a (partial, as the converse statement does not hold) Lyapunov-
like characterization, as follows:

Theorem B.3.13 Let V : R×Rn → R≥0 be a continuously differentiable function satisfying

α(|x|) ≤ V (t, x) ≤ α(|x|)
for all (t, x) ∈ R×Rn, where α(·) and α(·) are class-K∞ functions. Assume that there exists
a class-N -function χ(·) such that for all t ∈ R and all d ∈ Rm

|x| > χ(|d|) =⇒ ∂V

∂t
+
∂V

∂x
f(t, x, d) < 0 (B.8)

Then, system (B.6) has the GUUB property with respect to d. Morover, the bound (B.7)
holds with η(·) = α−1 ◦ α ◦ χ(·).
The second notion is a generalization of the concept of internal stability of an LTI system, as
it provides a complete characterization of bounded-input bounded-state behavior together
with global uniform asymtotic stability of the origin when the disturbance is inactive:

Definition B.3.14 (Input-to-State Stability) System (B.6) is said to be input-to-state
stable (ISS) if there exist class-K functions γ0(·), γ(·) such that for any initial condition
(t0, x0) ∈ R × Rn and any d(·) ∈ L∞(Rm), the forward solution x(t) := x(t; t0, x0, d[t0,t)),
t ≥ t0, of (B.6) satisfies

‖x(·)‖∞ ≤ max {γ0(|x0|), γ(‖d(·)‖∞)}
‖x(·)‖a ≤ γ(‖d(·)‖a) (B.9)

where ‖x(·)‖∞ := supt≥t0 |x(t)| and ‖d(·)‖∞ := supt≥t0 |d(t)|.
The ISS property entails UGAS of the origin of the system when d = 0. The GUUB
property admits a complete Lyapunov-like characterization, as follows:

Theorem B.3.15 System (B.6) ISS (with respect to d as an input) if and only if there
exist a continuously differentiable function V : R×Rn → R≥0, class-K∞ functions α(·) and
α(·), and a class-K-function χ(·) such that

α(|x|) ≤ V (t, x) ≤ α(|x|) (B.10)

for all (t, x) ∈ R× Rn and

|x| > χ(|d|) =⇒ ∂V

∂t
+
∂V

∂x
f(t, x, d) < 0 (B.11)

for all t ∈ R and all d ∈ Rm Morover, given (B.10) and (B.11), the bounds (B.9) hold with
γ0(·) = α−1 ◦ α(·) and γ(·) = α−1 ◦ α ◦ χ(·).
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B.3.16 Invariance-like Theorems

A peculiar characteristic of direct adaptive control techniques is that the Lie derivative
of certain candidate Lyapunov functions is rendered negative semi-definite by design. For
autonomous systems, this situation of usually handled resorting to La Salle’s invariance prin-
ciple and the theorem of Krasovskii and Barbashin. However, for non-autonomous systems,
the situation is far more complicated, and available results are in general much weaker. The
reason lies in the fact that ω-limit sets of bounded trajectories of non-autonomous systems
are not necessarily invariant, as it is indeed the case for autonomous or periodic systems.
Invariance of ω-limit sets is the fundamental technical result that enables a “reduction prin-
ciple” in determining the behavior of solutions when restricted to the zeroing manifold for
the derivative of a Lyapunov function candidate, and unfortunately this method of anal-
ysis can not be carried over to the non-autonomous case. However, a weaker extension
of La Salle’s invariance principle can be used to infer certain properties of the asymptotic
behavior of systems for which a Lyapunov-like function admitting a negative semi-definite
derivative can be found. We begin with a classic result, ubiquitous in the literature of
adaptive control, which is a key technical lemma in establishing convergence of integrable
signals.

Lemma B.3.17 (Barbălat’s lemma) Let φ : R→ R be a uniformly continuous function
over [0,∞). Assume also that limt→∞

∫ t
0 φ(τ)dτ exists and is finite. Then, limt→∞ φ(t) = 0.

The proof of Barbălat’s lemma can be found in nearly every book on adaptive control,
see for instance [28, Lemma 3.2.6], whereas a significant generalization has been recently
suggested in [29].

The main result on “invariance-like” theorems for non-autonomous systems is due to
Yoshizawa [30], and it is commonly referred to as the La Salle/Yoshizawa theorem.

Theorem B.3.18 (La Salle/Yoshizawa) Consider the nonautonomous system (B.20)
where the vector field f(t, x) is piecewise continuous in t ∈ R, and locally Lipschitz in
x ∈ Rn uniformly in t. Assume that x = 0 is an equilibrium point for (B.20), that is
f(t, 0) = 0 for all t. Let V : R≥0 × Rn → R≥0 be a continuously differentiable function
satisfying

α(|x|) ≤ V (t, x) ≤ α(|x|) (B.12)

∂V

∂t
+
∂V

∂x
f(t, x) ≤ −W (x) (B.13)

for all t ≥ 0, for all x ∈ Rn, where α(·) and α(·) are class-K∞ functions, and W : Rn → R≥0

is a continuous positive semi-definite function. Then, system (B.20) is uniformly globally
stable, and satisfy

lim
t→∞

W (x(t)) = 0 .

Proof. Since f(t, x) is piecewise continuous in t and locally Lipschitz in x, the solution
x(t) := x(t : t0, x0) of (B.20) originating from any initial condition (t0, x0) ∈ R≥0 × Rn
exists uniquely over a maximal interval I(t0, x0) = [t0, t0 + δmax). Next, we show that x(t)
is uniformly bounded over I(t0, x0), and thus I(t0, x0) = [t0,∞). Let

V (t) := V (t, x(t; t0, x0))
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and note that since V̇ (t) ≤ 0

V (t, x(t; t0, x0)) ≤ V (t0, x0) , ∀ t ∈ I(t0, x0) .

Therefore
|x(t)| ≤ (α−1 ◦ α)(|x0|) =: Bx0

for all t ∈ I(t0, x0), with t0 ∈ R≥0 and x0 ∈ Rn arbitrary. This shows that δmax = +∞, as
otherwise x(t) would leave the compact set {x : |x| ≤ Bx0} as t → t0 + δmax. Moreover,
letting ρ(·) = (α−1 ◦ α)(·), we obtain

|x(t; t0, x0)| ≤ ρ(|x0|) ,∀ t0 ≥ 0 , ∀ t ≥ t0
hence global uniform stability of the origin is established. Since V (t) is non increasing and
bounded from below, limt→∞ V (t) = V∞ exists and is finite. Since V̇ (t) ≤ −W (x(t)), it
turns out that ∫ t

t0

W (x(τ))dτ ≤ V (t0, x0)− V (t)

and thus limt→∞
∫ t
t0
W (x(τ))dτ exists and is finite. Next, we show that W (x(t)) is a uni-

formly continuous function of t over [t0,∞). Since, by definition,

x(t2; t0, x0) = x(t1; t0, x0) +

∫ t2

t1

f(τ, x(τ))dτ , ∀ t2 ≥ t1 ≥ t0

and by virtue of the uniform local Lipschitz property there exist L > 0 such that

|f(t, x)| ≤ L|x| , ∀ t ≥ t0 , ∀x : |x| ≤ Bx0
we obtain

|x(t2)− x(t1)| ≤
∫ t2

t1

L|x(τ)|dτ ≤ LBx0 |t1 − t2|

for all t2 ≥ t1 ≥ t0. Given any ε > 0, choose δ =
ε

LBx0
to obtain

|t1 − t2| < δ =⇒ |x(t1)− x(t2)| < ε ,

hence uniform continuity of x(t) is established. Since W (x) is a continuous function of x,
it is uniformly continuous over the compact set {x : |x| ≤ Bx0}. Therefore, W (x(t)) is a
uniformly continuous function of t, and the result of the theorem follows from Barbălat’s
lemma. 2

It is worth noting that the La Salle/Yoshizawa theorem yields a much weaker result than
its counterpart for autonomous systems (i.e., La Salle’s invariance principle), as in the non-
autonomous case the trajectory does not converge in general to an invariant set contained
in S := {x ∈ Rn : W (x) = 0}. Furthermore, since convergence is established by means of
Barbalăt’s lemma, the set S is not guaranteed to be uniformly attractive.

To determine the behavior of the trajectory on the set S, it may prove instrumental to
use an additional auxiliary function H : R × Rn, when appropriate conditions hold. The
first result, due to Anderson and Moore [31], employs the auxiliary function

H(t, x) =

∫ t+δ

t
V̇ (τ, χ(τ, t, x))dτ
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where χ(τ, t, x) is the solution of (B.20) originating from the initial condition x at time t,
and δ > 0 is a given constant. For a proof, see [31] or [20, Theorem 8.5].

Theorem B.3.19 (Anderson and Moore) Let the assumptions of Theorem B.3.18 hold
for the system (B.20), with (B.13) replaced by the weaker condition

∂V

∂t
+
∂V

∂x
f(t, x) ≤ 0 ∀ (t, x) ∈ R× Rn

and assume, in addition, that there exist δ > 0 and λ ∈ (0, 1) such that∫ t+δ

t
V̇ (t, χ(τ ; t, x))dτ ≤ −λV (t, x)

for all t ∈ R≥0 and all x ∈ Rn, where χ(τ ; t, x) is the solution of (B.20) at time τ originating
from the initial condition x at the initial time t. Then, the equilibrium x = 0 is uniformly
globally asymptotically stable. Furthermore, if for some positive numbers a1, a2, and ρ the
comparison functions α(·) and α(·) satisfy

α(s) ≥ a1s
2 , α(s) ≤ a2s

2

for all s ∈ [0, ρ), then the equilibrium x = 0 is uniformly globally asymptotically and locally
exponentially stable.

The most important application of Theorem B.3.19 regards the appropriate extension to the
time-varying case of the familiar notion that an observable LTI system having a convergent
output response under zero input is necessarily asymptotically stable.

Proposition B.3.20 Consider the linear time-varying system

ẋ = A(t)x

y = C(t)x
(B.14)

where the mappings A : R≥0 → Rn×n and C : R → Rm×n are continuous and bounded.
Assume that (B.14) is uniformly completely observable1, that is, there exist constants δ > 0
and κ > 0 such that the observability gramian

W (t1, t2) =

∫ t2

t1

ΦT (τ, t1)CT (τ)C(τ)Φ(τ, t1)dτ , t1 ≤ t2

satisfies
κ I ≤W (t, t+ δ) , ∀ t ≥ 0 .

Furthermore, assume that there exists a continuously differentiable, symmetric mapping
P : R→ Rn×n solution of the differential equation

Ṗ (t) +AT (t)P (t) + P (t)A(t) ≤ −CT (t)C(t)

satisfying
c1I ≤ P (t) ≤ c2I

for all t ≥ 0 and some c1 > 0, c2 > 0. Then, the origin is a uniformly (globally) asymptot-
ically stable equilibrium of (B.14).

1The reader should be aware of the fact that the definition given here is only valid for bounded realizations.
The reader should consult [32,33] for the more general situation in which A(·) and C(·) are measurable and
locally essentially bounded.
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Proof. Consider the Lyapunov function candidate

V (t, x) = xTP (t)x

yielding, along trajectories of (B.14),

V̇ (t, x) ≤ −xTCT (t)C(t)x ≤ 0 .

It is easy to see that the assumptions of Theorem B.3.18 are satisfied, and thus trajectories
of (B.14) are bounded, and satisfy limt→∞ y(t) = 0. Consider the auxiliary function

H(t, x) =

∫ t+δ

t
V̇ (τ, χ(τ, t, x))dτ

≤ −
∫ t+δ

t
χT (τ, t, x)CT (τ)C(τ)χT (τ, t, x)dτ

= −xT
∫ t+δ

t
ΦT (τ, t)CT (τ)C(τ)Φ(τ, t)dτ x ,

as χ(τ, t, x) = Φ(τ, t)x. Therefore,

H(t, x) ≤ −κ|x|2 ≤ − κ
c2
V (t, x) ,

and, since c2 can always be chosen to be such that c2 > κ, the result follows directly from
Theorem B.3.19. 2

The second result on uniform asymptotic stability of systems having a Lyapunov func-
tion with negative semi-definite derivative is due to Matrosov [34], and it is presented here
in a simplified version. The interested reader is referred to [35] for the proof of a more
general version, and to [36] for recent important generalizations.

Theorem B.3.21 (Matrosov) Consider the nonlinear system (B.20), where f is contin-
uous in t, and locally Lipschitz in x, uniformly in t. Assume that there exists a contin-
uously differentiable function V : R≥0 × Rn → R≥0 such that the assumptions of Theo-
rem B.3.18 hold. Assume, in addition, that there exists a continuously differentiable func-
tion H : R≥0 × Rn → R with the following properties:

i. For any fixed x ∈ Rn, there exists a number M > 0 such that

|H(t, x)| ≤M ∀ t ≥ 0 .

i1. Let E be the set of all points x ∈ Rn such that x 6= 0 and W (x) = 0, that is,
E = {x : W (x) = 0} ∩ {x 6= 0}. Assume that E is nonempty2. Assume that the
function H(t, x) satisfies

Ḣ(t, x) :=
∂H

∂t
+
∂H

∂x
f(t, x) > 0 ∀ t ≥ 0 , ∀x ∈ E .

Then, the equilibrium x = 0 is globally uniformly asymptotically stable
2Note that this rules out the possibility that W (x) is positive definite.
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B.4 Passivity

Passivity theory plays a fundamental role in the analysis and design of adaptive systems.
Roughly speaking, the concept of passivity is a generalization of the notion of conservation of
energy, in the sense that the rate of change of the energy stored in the system does not exceed
the power supplied externally. Adaptive laws are usually designed to either exploit natural
passivity properties of given plant models (as in the case of Euler-Lagrange or Hamiltonian
systems) or to enforce passivity of the resulting closed-loop system. Passivity theory (or,
more generally, the theory of dissipative systems) is usually formulated for autonomous
systems, where, used in combination with La Salle’s invariance principle and specific notions
of observability, it yields a powerful tool to assess global asymptotic stability from Lyapunov
functions admitting negative semi-definite derivatives. Furthermore, passivity theory and
the related concept of finite L2-gain stability offer a natural extension to nonlinear systems
of the concept of H∞ norm of a stable transfer function, with all the advantages given by a
Lyapunov-like characterization. The excellent monograph [37] provides a standard reference
and a rewarding reading, while the reader interested in quickly grasping the fundamental
concepts will find a lucid introduction in [25, Sections 10.7–10.9] and [20, Chapter 6]. Here,
we will limit ourselves to giving only the most basic definitions and properties, extended to
non-autonomous systems, that will be used in the sequel, adopting a simpler (albeit more
restrictive) “differential” characterization of dissipativity.

Consider the following non-autonomous system in affine form

ẋ = f(t, x) + g(t, x)u

y = h(t, x)
(B.15)

with state x ∈ Rn, input u ∈ Rm, and output y ∈ Rm. It is assumed that f(t, x), g(t, x), and
h(t, x) are continuous in t and smooth in x. Also, assume that f(t, 0) = 0 and h(t, 0) = 0
for all t.

Definition B.4.1 (Passivity) System (B.15) is said to be passive if there exists a smooth
nonnegative function V : R× Rn → R≥0 (usually called a storage function) satisfying

∂V

∂t
+
∂V

∂x
f(t, x) ≤ 0

∂V

∂x
g(t, x) = hT (t, x)

for all t ∈ R≥0, and all x ∈ Rn.

Definition B.4.2 (Strict passivity) System (B.15) is said to be strictly passive if there
exists a smooth positive definite storage function V : R×Rn → R≥0, and a positive definite
function α(·) (called dissipation rate) satisfying

∂V

∂t
+
∂V

∂x
f(t, x) ≤ −α(x)

∂V

∂x
g(t, x) = hT (t, x)

for all t ∈ R≥0, and all x ∈ Rn.
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Figure B.1: Feedback interconnection of passive systems

Corollary B.4.3 Assume that (B.15) is passive with respect to a positive definite and de-
crescent storage function V (t, x), that is, such that

W1(x) ≤ V (t, x) ≤W2(x)

for all t ∈ R≥0 and all x ∈ Rn, for some positive definite functions W1(·), W2(·). Then, the
equilibrium x = 0 of the unforced system (that is, when u = 0) is uniformly stable.

Corollary B.4.4 Assume that (B.15) is strictly passive with respect to a positive definite,
decrescent, and radially unbounded storage function V (t, x), that is, such that

γ1(|x|) ≤ V (t, x) ≤ γ2(|x|)

for all t ∈ R≥0 and all x ∈ Rn, for some class-K∞ functions γ1(·) and γ2(·). Then,
the equilibrium x = 0 of the unforced system (that is, when u = 0) is uniformly globally
asymptotically stable.

Among the desirable properties of passive systems, one of the most useful is the fact that
passivity is preserved under negative feedback interconnection. Specifically, let systems Σ1

and Σ2 be described respectively by

Σ1 :

 ẋ1 = f1(t, x1) + g1(t, x1)u1

y1 = h1(t, x1)

Σ2 :

 ẋ2 = f2(t, x2) + g2(t, x2)u2

y2 = h2(t, x2)

where x1 ∈ Rn1 , x2 ∈ Rn2 , u1 ∈ Rm, u2 ∈ Rm, y1 ∈ Rm, and y2 ∈ Rm. Consider the
negative feedback interconnection of Σ1 and Σ2, defined by the relations

u1 = −y2 + u

u2 = y1

y = y1

(B.16)

where u and y are the overall input and output of the feedback system (see Figure B.1).
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Proposition B.4.5 Assume that Σ1 is passive with storage function V1(t, x1), and that Σ2

is passive with storage function V2(t, x2). Then, the negative feedback interconnection de-
fined by (B.16) is passive, with storage function V (t, x1, x2) = V1(t, x1) + V2(t, x2). If both
subsystems are strictly passive, with dissipation rates given by α1(x1) and α2(x2) respec-
tively, then the feedback interconnection defined by (B.16) is strictly passive, with storage
function V (t, x1, x2) = V1(t, x1)+V2(t, x2) and dissipation rate α(x1, x2) = α1(x1)+α2(x2).

Proposition B.4.6 Assume that Σ1 is strictly passive with positive definite, decrescent
and radially unbounded storage function V1(t, x1) and dissipation rate α1(x1). Let Σ2 be
passive with positive definite and decrescent storage function V2(t, x2). Then, when u = 0,
the negative feedback interconnection defined by (B.16) has a uniformly stable equilibrium at
the origin (x1, x2) = (0, 0). Moreover, if V2(t, x2) is radially unbounded, then all trajectories
are uniformly bounded, and satisfy limt→∞ x1(t) = 0.

For LTI systems of the form

ẋ = Ax+Bu

y = Cx
(B.17)

with x ∈ Rn, u ∈ Rm, and y ∈ Rm, the following result applies.

Proposition B.4.7 Consider system (B.17). Suppose there exist a symmetric positive
definite matrix P ∈ Rn×n and a symmetric positive semi-definite matrix Q ∈ Rn×n such
that

ATP + PA ≤ −Q
PB = CT .

Then, system (B.17) is passive, and the pair (C,A) is detectable if and only if the pair
(A,B) is stabilizable. If, in addition, Q > 0, then the system is strictly passive.

Finally, we recall some useful results for LTI SISO systems with strictly proper transfer
function. The reader is referred to [28, Section 3.5] and [20, Chapter 6] for further details.
Consider again system (B.17), assume u ∈ R, y ∈ R, and let G(s) = C(sI −A)−1B denote
its transfer function.

Definition B.4.8 A rational proper transfer function G(s) is called positive real (PR) if

(i) G(s) is real for real s.

(ii) Re[G(s)] ≥ 0 for all Re[s] > 0.

Furthermore, assume that G(s) is not identically zero. Then, G(s) is called strictly positive
real (SPR) if G(s− ε) is positive real for some ε > 0.

Lemma B.4.9 A rational proper transfer function G(s) is PR if and only if

(i) G(s) is real for real s.

(ii) G(s) is analytic in Re[s] > 0, and the poles on the jω-axis are simple and such that
the associated residues are real and positive.

(iii) For all real value ω for which s = jω is not a pole of G(s), one has Re[G(jω)] ≥ 0.
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For a proof, see [28, Lemma 3.5.1]. The connection between (strict) positive realness of
G(s) and (strict) passivity of the realization (B.17) is given by the celebrated KYP lemma,
and its subsequent variations:

Lemma B.4.10 (Kalman, Yakubovich, Popov) Assume that (B.17) is a minimal re-
alization of G(s). Then, G(s) is PR if and only if there exist a symmetric positive definite
matrix P ∈ Rn×n and a vector q ∈ Rn such that

ATP + PA = −qqT

PB = CT .

Lemma B.4.11 (Meyer, Lefschetz, Kalman, Yakubovich) A necessary condition for
the transfer function G(s) = C(sI−A)−1B to be SPR is that for any positive definite matrix
L ∈ Rn×n there exist a symmetric positive definite matrix P ∈ Rn×n, a scalar ν > 0 and a
vector q ∈ Rn such that

ATP + PA = −qqT − νL
PB = CT .

If (B.17) is a minimal realization of G(s), the above condition is also sufficient.

The KYP and MLKY lemmas imply that for a minimal realization of a SISO system,
positive realness of G(s) (respectively, strictly positive realness) is equivalent to passivity
(respectively, strict passivity). In case the realization is not minimal, but the matrix A is
Hurwitz, strict positive realness implies strict passivity.
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B.5 Input-Output Stability of Nonlinear Systems

B.5.1 Definitions

In this lecture, we consider systems of nonlinear ODEs that depend on external input
functions and are equipped with output functions:

ẋ = f(x, u) , x(0) = x0

y = h(x)

where

• f : Rn × Rm → Rn is a Ck vector field, k ≥ 1

• h : Rn → Rp is a Ck map, k ≥ 1

• u(·) ∈ C0
[0,∞)(R

m) is the input function

• y(·) ∈ C1
[0,Tmax)(R

p) is the output function3

It is assumed that x = 0 is an equilibrium on the 0-input systems, i.e., f(0, 0) = 0. Recall
the following norms for signals u(·) ∈ C0

[0,∞)(R
m):

• For p ∈ {1, 2, . . .}:

‖u(·)‖p :=

(∫ ∞
0
|u(τ)|p dτ

) 1
p

• For p =∞:
‖u(·)‖∞ := sup

t≥0
|u(t)|

and, for p ∈ {1, 2, . . . ,∞}, the function spaces4

Lp :=
{
u(·) ∈ C0

[0,∞)(R
m) : ‖u(·)‖p <∞

}
Let u : [0,∞)→ Rm be a signal, and let T ≥ 0. The truncation or truncated signal

uT : [0,∞)→ Rm is defined as follows:

uT (t) =

{
u(t) t ∈ [0, T )

0 t ≥ T
Lp,e := {u : [0,∞)→ Rm : uT (·) ∈ Lp ∀T ≥ 0} , p ∈ {1, 2, . . . ,∞}

Note that:

• Lp ⊂ Lp,e , p ∈ {1, 2, . . . ,∞}
3The function y : R → Rp is defined on the maximal interval [0, Tmax) where the forward trajectory

x(·, x0, u(·)) exists.
4The assumption u(·) ∈ C0[0,∞)(Rm) is not necessary. For example, one can replace C0[0,∞)(Rm) with

PC0[0,∞)(Rm), the space of piece-wise continuous functions.
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• ‖u(·)‖p = lim
T→∞

‖uT (·)‖p

Example B.5.2 The signal u : t 7→ et satisfies

u(·) ∈ L∞,e and u(·) /∈ L∞

Definition B.5.3 (Lp-stability) Let p ∈ {1, 2, . . . ,∞}. The system

ẋ = f(x, u) , x(0) = x0

y = h(x)
(B.18)

is said to be:

1. Lp-stable if for all x0 ∈ Rn

u(·) ∈ Lp =⇒ y(·) ∈ Lp

2. Finite Lp-gain stable if there exist γ > 0 and, for each x0 ∈ Rn, a number b(x0) ≥ 0
such that for all u(·) ∈ Lp,e

‖yT (·)‖p ≤ γ‖uT (·)‖p + b(x0) ∀T ≥ 0

3. Finite Lp-gain stable with zero bias if it is finite Lp-gain stable and b(x0) = 0
for all x0 ∈ Rn.

Note the following:

• If the system is finite Lp-gain stable, then u(·) ∈ Lp,e =⇒ y(·) ∈ Lp,e
• If the system is finite Lp-gain stable, it is Lp-stable

Assume that the system is finite Lp-gain stable. The Lp-gain of the system is defined as

γp := inf{γ > 0 : ∃ b ≥ 0 such that ‖yT (·)‖p ≤ γ‖uT (·)‖p + b(x0)

∀u(·) ∈ Lp,e ∀T ≥ 0}

Note that, in general, only an upper bound of γp can be computed. The question is to
determine whether a system is finite Lp-stable. For LTI systems, the answer is remarkably
simple:

Proposition B.5.4 (LTI Systems) Assume that the linear system

ẋ = Ax+Bu , x(0) = x0

y = Cx

is internally stable, that is, specA ⊂ C−. Then, the system is finite L2-gain and finite
L∞-gain stable.
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Proof.

Finite L2-gain stability: Let P = P T � 0 be the unique solution of the Algebraic
Lyapunov Equation

ATP + PA = −I
and consider the Lyapunov function candidate V (x) = xTPx. Then

V̇ (x) = −xTx+ 2xTPBu

Select, arbitrarily, x0 ∈ Rn and u(·) ∈ L∞,e, and let V (t) := V (x(t)), where

x(t) = eAtx0 +

∫ t

0
eA(t−τ)Bu(τ)dτ

Then
dV (t)

dt
≤ − |x(t)|22 + 2

∣∣x(t)TPBu(t)
∣∣
2

≤ − |x(t)|22 + 2 |PB|2︸ ︷︷ ︸
=:µ

|x(t)|2 |u(t)|2 t ≥ 0

Using Young’s inequality:

a, b ≥ 0 =⇒ ab ≤ λa2 +
1

4λ
b2, ∀λ > 0

one obtains (setting λ = 1
2)

dV (t)

dt
≤ − |x(t)|22 +

1

2
|x(t)|22 +

µ2

2
|u(t)|22 = −1

2
|x(t)|22 +

µ2

2
|u(t)|22

Integrating both sides on [0, T ], with T ≥ 0 arbitrary, yields∫ T

0

dV (t)

dt
dt ≤ −1

2

∫ T

0
|x(t)|22 dt+

µ2

2

∫ T

0
|u(t)|22 dt

=⇒ V (x(T ))− V (x0) ≤ −1

2
‖xT (·)‖22 +

µ2

2
‖uT (·)‖22

=⇒ ‖xT (·)‖22 ≤ 2V (x0)− 2V (x(T )) + µ2‖uT (·)‖22
=⇒ ‖xT (·)‖2 ≤

√
2V (x0) + µ‖uT (·)‖22

Since
‖yT (·)‖2 = ‖CxT (·)‖2 ≤ |C| ‖xT (·)‖2

one obtains
‖yT (·)‖2 ≤ |C|

√
2V (x0) + µ |C| ‖uT (·)‖22

Finite L∞-gain stability: Since specA ⊂ C−, there exist κ, λ > 0 such that

‖eAt‖ ≤ κ e−λt ∀ t ≥ 0
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Select, arbitrarily, x0 ∈ Rn, u(·) ∈ L∞,e and T ≥ 0. Then, for all t ∈ [0, T ]

|x(t)| ≤
∣∣eAtx0

∣∣+

∣∣∣∣∫ t

0
eA(t−τ)Bu(τ)dτ

∣∣∣∣
≤
∣∣eAt∣∣ |x0|+ |B|

∫ t

0

∣∣∣eA(t−τ)
∣∣∣ |u(τ)|dτ

Since for all τ ∈ [0, T ]
|u(τ)| ≤ max

τ∈[0,T ]
|u(τ)| = ‖uT (·)‖∞

one obtains

|x(t)| ≤
∣∣eAt∣∣ |x0|+ |B|

∫ t

0

∣∣∣eA(t−τ)
∣∣∣dτ ‖uT (·)‖∞ ∀ t ∈ [0, T ]

Therefore

|x(t)| ≤
∣∣eAt∣∣ |x0|+ |B|

∫ t

0

∣∣∣eA(t−τ)
∣∣∣ dτ ‖uT (·)‖∞

≤ κ e−λt |x0|+ κ |B|
∫ t

0
e−λ(t−τ)dτ ‖uT (·)‖∞

≤ |x0|+
κ |B|
λ
‖uT (·)‖∞

hence

‖yT (·)‖∞ ≤ |C| max
t∈[0,T ]

|x(t)| ≤ |C| |x0|+
κ |B| |C|

λ
‖uT (·)‖∞

2

B.5.5 Dissipative Systems

Let us go back to the nonlinear system (B.18). Define:5

• A supply rate for system (B.18) as any continuous function q : Rm × Rp → R such
that q(0, 0) = 0 and q(0, y) ≤ 0 for all y ∈ Rp.

• A storage function for system (B.18) as any continuously differentiable function
V : Rn → R satisfying

α(|x|) ≤ V (x) ≤ α(|x|) ∀x ∈ Rn

for class-K∞ functions α(·), α(·).

Definition B.5.6 (Dissipativity) System (B.18) is said to be dissipative with respect
to the supply rate q(·, ·) if there exists a storage function V (·) such that

V̇ (x) =
∂V

∂x
f(x, u) ≤ q(u, h(x)) ∀(x, u) ∈ Rn × Rm

5These definitions are not the most general, but are the most suitable for our analysis tools.

73



Definition B.5.7 (Strict Dissipativity) System (B.18) is said to be strictly dissipa-
tive with respect to the supply rate q(·, ·) if there exist a storage function V (·) and a class-K
function α(·) such that

V̇ (x) =
∂V

∂x
f(x, u) ≤ −α(|x|) + q(u, h(x)) ∀(x, u) ∈ Rn × Rm

Note that, with respect to the 0-input system

ẋ = f(x, 0) , x(0) = x0

y = h(x)

1. Dissipativity =⇒ stability of x = 0 for the 0-input system

2. Strict dissipativity =⇒ global asymptotic stability of x = 0 for the 0-input system

Definition B.5.8 (Zero-state detectability) System (B.18) is said to be zero-state de-
tectable (ZSD) if for all x0 ∈ Rn such that the solution x?(·, x0) of the 0-input system

ẋ = f(x, 0) , x(0) = x0

y = h(x)
(B.19)

is forward complete, the condition h(x?(t, x0)) = 0 for all t ≥ 0 implies

lim
t→∞
|x?(t, x0)| = 0

Theorem B.5.9 (LaSalle’s Theorem for dissipative systems) Assume that a supply
rate q(·, ·) satisfies q(0, y) < 0 for all y ∈ Rp−{0}. Then, dissipativity with respect to q(·, ·)
and zero-state detectability implies that the equilibrium x = 0 of the 0-input system (B.19)
is GAS.

Proof: Similar to the proof of LaSalle’s Invariance Principle.

Theorem B.5.10 (Finite L2-gain stability of dissipative systems) Assume that sys-
tem (B.18) is dissipative with respect to the supply rate

q(u, y) = κ |u|2 − λ |y|2 , κ, λ > 0

Then, the system is finite L2-gain stable.

Proof: Let V : Rn → R be a storage function such that

V̇ (x, u) =
∂V

∂x
f(x, u) ≤ κ |u|2 − λ |h(x)|2 ∀ (x, u) ∈ Rn × Rm

For simplicity, rescale V (·) as W (x) := λ−1V (x), and let γ :=
√
κ/λ to obtain

Ẇ (x, u) ≤ γ2 |u|2 − |h(x)|2 ∀ (x, u) ∈ Rn × Rm

Notice that dissipativity with respect to q(u, y) = κ |u|2 − λ |y|2 implies dissipativity with
respect to q̄(u, v) = γ2 |u|2 − |y|2, with γ :=

√
κ/λ.
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Fix, arbitrarily, x0 ∈ Rn and u(·) ∈ L2,e, and let x(·) := x(·, x0, u(·)) be the corresponding
solution of the system.

Claim: The solution x(·) exists uniquely over [0,∞). Let [0, Tmax) denote the maximal
interval of existence and uniqueness of the forward solution. Along this solution

dW (x(t))

dt
= Ẇ (x(t), u(t)) ≤ γ2 |u(t)|2 − |h(x(t))|2 ∀ t ∈ [0, Tmax)

≤ γ2 |u(t)|2 ∀ t ∈ [0, Tmax)

therefore

W (x(t)) ≤W (x0) + γ2

∫ t

0
|u(τ)|2 dτ ∀ t ∈ [0, Tmax)

≤W (x0) + γ2

∫ Tmax

0
|u(τ)|2 dτ =: M0 ∀ t ∈ [0, Tmax)

where 0 ≤M0 <∞, since u(·) ∈ L2,e. Using the fact that

α(|x|) ≤W (x) ∀x ∈ Rn

for some class-K∞ function α(·), one obtains

|x(t)| ≤ α−1 (M0) ∀ t ∈ [0, Tmax)

As a result
lim sup
t→Tmax

|x(t)| <∞ =⇒ Tmax =∞

�
Going back to the proof of the theorem, notice that we have established that

dW (x(t))

dt
≤ γ2 |u(t)|2 − |h(x(t))|2 ∀ t ≥ 0

=⇒
∫ t

0
|h(x(τ))|2 dτ ≤ γ2

∫ t

0
|u(τ)|2 dτ +W (x0) ∀ t ≥ 0

Note that ∫ t

0
|h(x(τ))|2 dτ ≤ γ2

∫ t

0
|u(τ)|2 dτ +W (x0) ∀ t ≥ 0

=⇒ ‖yT ‖22 ≤ γ2‖uT ‖22 +W (x0) ∀T ≥ 0

=⇒ ‖yT ‖2 ≤ γ‖uT ‖2 +
√
W (x0) ∀T ≥ 0

2

To prove that √
γ2‖uT ‖22 +W (x0) ≤ γ‖uT ‖2 +

√
W (x0)

let v, w ∈ R2 be defined as
v := (γ‖uT ‖2 0)T , w := (0

√
W (x0))T

Then, use the triangle inequality |v + w|2 ≤ |v|2 + |w|2, being

|v + w|2 =
√
γ2‖uT ‖22 +W (x0), |v|2 = γ‖uT ‖2, |w|2 =

√
W (x0)
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B.5.11 The Small-Gain Theorem for Finite L2-gain Systems

We present a version of one of the most important results in systems theory, the so-called
Small-Gain Theorem. Small-gain theorems arise when studying feedback interconnec-
tions of systems, occurring naturally in feedback control.

Consider the C1 systems

Σ1 :

{
ẋ1 = f1(x1, u1), x1(0) = x10

y1 = h1(x1)
Σ2 :

{
ẋ2 = f2(x2, u2), x2(0) = x20

y2 = h2(x2)

where x1 ∈ Rn1 , x2 ∈ Rn2 , u1, y2 ∈ Rm1 , and u2, y1 ∈ Rm2 , and their feedback interconnec-
tion

Σ1

Σ2 d2

d1

y2

y1

+

+

+

+

u1

u2

defined by
u1 := d1 + y2, d1 ∈ Rm1 u2 := d2 + y1, d2 ∈ Rm2

The feedback interconnection defines an augmented system

ẋ = f(x, d), x(0) = x0

y = h(x)

with aggregate state x ∈ Rn, overall input d ∈ Rm and overall output y ∈ Rm

x :=

(
x1

x2

)
, d :=

(
d1

d2

)
, y :=

(
y1

y2

)

where n := n1 + n2, m := m1 +m2, and x0 := (x10 x20)T .

Theorem B.5.12 (L2 Small-Gain Theorem for Dissipative Systems) Assume that:

1. System Σ1 is dissipative with respect to q1(u1, y1) = γ2
1 |u1|2 − |y1|2

2. System Σ2 is dissipative with respect to q2(u2, y2) = γ2
2 |u2|2 − |y2|2

If the compositions of the gains γ1 and γ2 form a simple contraction, that is, if

γ1γ2 < 1 (small-gain condition)

then the feedback-interconnected system

ẋ = f(x, d), x(0) = x0

y = h(x)

is finite L2-gain stable.
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Proof: Fix, arbitrarily, x0 and d(·) ∈ L2,e, and let [0, Tmax) denote the maximal interval
of existence and uniqueness of the corresponding forward solution of the interconnected
system.

Σ1

Σ2 d2

d1

y2

y1

+

+

+

+

u1

u2

By assumption of dissipativity with respect to q1(u1, y1) = γ2
1 |u1|2−|y1|2, the Σ1-subsystem

is finite L2-gain stable. Therefore, for all T ∈ [0, Tmax)

‖y1T (·)‖2 ≤ γ1‖u1T (·)‖2 + b1(x10)

≤ γ1‖d1T (·)‖2 + γ1‖y2T (·)‖2 + b1(x10)

Similarly, for the Σ2-subsystem one obtains, for all T ∈ [0, Tmax),

‖y2T (·)‖2 ≤ γ2‖d2T (·)‖2 + γ2‖y1T (·)‖2 + b2(x20)

Combining the two expressions, one obtains, for all T ∈ [0, Tmax),

‖y1T (·)‖2 ≤ γ1‖d1T (·)‖2 + γ1γ2‖y1T (·)‖2 + γ1γ2‖d2T (·)‖2
+ b1(x10) + γ1b2(x20)

(1− γ1γ2)‖y1T (·)‖2 ≤ γ1‖d1T (·)‖2 + γ1γ2‖d2T (·)‖2 + b1(x10) + γ1b2(x20)

Since γ1γ2 < 1,

‖y1T (·)‖2 ≤
γ1

1− γ1γ2

[
‖d1T (·)‖2 + γ2‖d2T (·)‖2

]
+

1

1− γ1γ2

[
b1(x10) + γ1b2(x20)

]
Similarly,

‖y2T (·)‖2 ≤
γ1

1− γ1γ2

[
‖d2T (·)‖2 + γ1‖d1T (·)‖2

]
+

1

1− γ1γ2

[
b2(x20) + γ2b1(x10)

]
The above bounds would prove the result if Tmax =∞. We are left to show that Tmax =∞.
By dissipativity of Σ1, there exists a storage function V1 : Rn1 → R such that

V̇1(x1, u1) ≤ γ2
1 |u1|2 − |h1(x1)|2

≤ γ2
1 |d1|2 + γ2

1 |h2(x2)|2 − |h1(x1)|2

≤ γ2
1 |d1|2 + γ2

1 |h2(x2)|2

Evaluating both sides of the above inequality along the solution x(·, x0, d(·)), and integrating
over [0, t], t ∈ [0, Tmax), yields

V1(x1(t)) ≤ V1(x10) + γ2
1

∫ t

0
|d1(τ)|2 dτ + γ2

1

∫ t

0
|y2(τ)|2 dτ

= V1(x10) + γ2
1‖d1t(·)‖22 + γ2

1‖y2t(·)‖22
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Note that ‖d1t(·)‖2 <∞ for all t ≥ 0, and

‖y2t(·)‖2 ≤
γ2

1− γ1γ2

[
‖d2t(·)‖2 + γ1‖d1t(·)‖2

]
+

1

1− γ1γ2

[
b2(x20) + γ2b1(x10)

]
Consequently, for all t ∈ [0, Tmax)

‖y2t(·)‖2 ≤
γ2

1− γ1γ2

[
‖d2Tmax

(·)‖2 + γ1‖d1Tmax
(·)‖2

]
+

1

1− γ1γ2

[
b2(x20) + γ2b1(x10)

]
<∞

As a result
lim sup
t→Tmax

V1(x1(t)) <∞ =⇒ x1(·) bounded over [0, Tmax)

Applying the same reasoning to the Σ2-subsystem yields

lim sup
t→Tmax

V2(x2(t)) <∞ =⇒ x2(·) bounded over [0, Tmax)

hence Tmax =∞. 2
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B.6 Input-to-State Stability

B.6.1 Preliminaries

We consider systems of nonlinear ODEs that depend on external input functions, but we
drop the presence of an output function:

ẋ = f(x, u) , x(0) = x0 (B.20)

use where

• f : Rn × Rm → Rn is a Ck vector field, k ≥ 1

• u(·) ∈ C0
[0,∞)(R

m) is the input function

It is assumed that x = 0 is an equilibrium on the 0-input systems, i.e., f(0, 0) = 0

The fundamental question to ask is the following: Assume that the equilibrium x = 0 of
the 0-input system

ẋ = f(x, 0) , x(0) = x0

is GAS (that is, the system with input is 0-GAS). Does this imply any bounded-input
bounded-state properties (as it is the case for LTI systems)? The answer is no, as seen
from the following example:

Example B.6.2 Consider the scalar system

ẋ = −x+ (x2 + 1)u, x(0) = x0

The system is clearly 0-GAS (actually, 0-GES). However, the system with input does not
exhibit any bounded-input bounded state property. To see why this is the case, consider first
the selection

x0 =
1

2
, u(t) = 1, t ≥ 0

Note that u(·) ∈ L∞. The forward solution is given by

x(t) =
1

2
+

√
3

2
tan

(√
3

2
t

)

which is maximally defined over [0, π/
√

3), hence it explodes in finite time.

As a result, the 0-GAS property (even in its stronger 0-GES form) does not imply any type
of L∞-stability between the input and the state.

B.6.3 Definitions and Properties

Definition B.6.4 (Input-to-State Stability (E.D. Sontag, 1989)) System (B.20) is
said to be input-to-state stable (ISS) if it is dissipative6 with respect to the supply rate

q(u, x) = θ(|u|)− α(|x|)

for some class-K function θ(·) and some class-K∞ function α(·).
6Note: Dissipativity may be used, as one defines the dummy output y = x.
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Recall that this means that there exist a C1 function V : Rn → R and class-K∞ functions
α(·), α(·) such that

α(|x|) ≤ V (x) ≤ α(|x|) ∀x ∈ Rn

and

V̇ (x, u) :=
∂V

∂x
f(x, u) ≤ θ(|u|)− α(|x|) ∀ (x, u) ∈ Rn × Rm

From the previous dissipation inequality and the fact that V (·) is a radially unbounded
PDF, it follows that, setting u = 0,

∂V

∂x
f(x, 0) ≤ −α(|x|) ∀x ∈ Rn

hence ISS implies 0-GAS

Is the converse statement also true? Not at all, as it is clear from the previous example and
the following result:

Theorem B.6.5 (Equivalent definition of ISS) System (B.20) is ISS if and only if
there exist a class-KL function β(·, ·) and a class-K function σ(·) such that, for all x0 ∈ Rn
and all u(·) ∈ L∞,e, the forward solution x(·) = x(·, x0, u(·)) satisfies

|x(t)| ≤ β(|x0| , t) + σ(‖ut(·)‖∞) ∀ t ≥ 0

What are the consequences of the class-KL / class-K estimate

|x(t)| ≤ β(|x0| , t) + σ(‖ut(·)‖∞) ∀ t ≥ 0

on the forward solution x(·) = x(·, x0, u(·))?

1. If u(·) ∈ L∞,e, then x(·) is defined over [0,∞) for all x0 ∈ Rn.

Let x(·) be maximally defined on [0, Tmax). Then

|x(t)| ≤ β(|x0| , t) + σ(‖ut(·)‖∞) ∀ t ∈ [0, Tmax)

≤ β(|x0| , 0) + σ(‖uTmax(·)‖∞) ∀ t ∈ [0, Tmax)

hence
lim sup
t→Tmax

|x(t)| <∞ =⇒ Tmax =∞

2. ISS systems are L∞-stable.

Fix, arbitarily, x0 ∈ Rn and u(·) ∈ L∞. Then, for all t ≥ 0

|x(t)| ≤ β(|x0| , t) + σ(‖ut(·)‖∞)

≤ β(|x0| , 0) + σ(‖u(·)‖∞)

therefore
sup
t≥0
|x(t)| ≤ β(|x0| , 0) + σ(‖u(·)‖∞) <∞
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Note also that
‖x(·)‖∞ ≤ β(|x0| , 0) + σ(‖u(·)‖∞)

≤ 2 max {β(|x0| , 0), σ(‖u(·)‖∞)}
hence

‖x(·)‖∞ ≤ max {γ0(|x0|), γ(‖u(·)‖∞)} (B.21)

where γ0(·) := 2β(·, 0) and γ(·) := 2σ(·) are class-K functions.

3. The state of an ISS system satisfies an asymptotic bound.

Fix, arbitrarily, x0 ∈ Rn and u(·) ∈ L∞. Then

|x(t)| ≤ β(|x0| , t) + σ(‖ut(·)‖∞) ∀ t ≥ 0

lim sup
t→∞

|x(t)| ≤ lim sup
t→∞

β(|x0| , t) + lim sup
t→∞

σ(‖ut(·)‖∞)

Note that
lim sup
t→∞

β(|x0| , t) = 0

and, since σ(·) is continuous and strictly increasing,

lim sup
t→∞

σ (‖ut(·)‖∞) = σ

(
lim sup
t→∞

‖ut(·)‖∞
)

= σ

(
lim sup
t→∞

sup
τ∈[0,t)

|u(τ)|
)

= σ

(
lim sup
t→∞

|u(t)|
)

Defining the asymptotic norm of a signal v : [0,∞)→ Rp as

‖v(·)‖a := lim sup
t→∞

|v(t)|

one obtains, for all u(·) ∈ L∞,e

‖x(·)‖a ≤ σ (‖u(·)‖a) (B.22)

regardless of the initial condition x0 ∈ Rn.

Since σ (‖u(·)‖a) ≤ 2σ (‖u(·)‖a) = γ (‖u(·)‖a), combining (B.21) and (B.22) yields ‖x(·)‖∞ ≤ max {γ0(|x0|), γ(‖u(·)‖∞)} worst-case estimate

‖x(·)‖a ≤ γ (‖u(·)‖a) asymptotic estimate

for all x0 ∈ Rn and all u(·) ∈ L∞. ‖x(·)‖∞ ≤ max {γ0(|x0|), γ(‖u(·)‖∞)} worst-case estimate

‖x(·)‖a ≤ γ (‖u(·)‖a) asymptotic estimate
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γ(||u(·)||∞)

||u(·)||∞

γ(||u(·)||a)

|u(t)|

|x0|

t t

γ0(|x0|)
|x(t)|

For ISS systems, either the effect of the initial condition x0 of that of the input may dominate
the state response initially. The effect of x0 is “forgotten” as t → ∞, and the long-term
behavior of the norm of the state becomes function of that of the input.

B.6.6 Alternative Definition of ISS

An alternative definition of ISS is due to A. R. Teel (1995). This characterization is more
suitable to analyze interconnections of systems, and leads – in particular – to a simple
version of the small-gain theorem for ISS systems.

Definition B.6.7 (a-L∞ Bounds (A.R. Teel, 1995)) The state x(·) of the system

ẋ = f(x, u) , x(0) = x0

is said to satisfy an a-L∞ bound with respect to the input u(·) if there exist class-K functions
γ0(·), γ(·) (referred to as gain functions) such that, for all x0 ∈ Rn and all u(·) ∈ L∞

‖x(·)‖∞ ≤ max {γ0(|x0|), γ(‖u(·)‖∞)}
‖x(·)‖a ≤ γ (‖u(·)‖a)

Proposition B.6.8 (Equivalence between ISS and a-L∞ bound) A system is ISS if
and only if its state satisfies an a-L∞ bound wrt the input.

B.6.9 ISS Lyapunov Functions
One of the advantages of Teel’s characterization of ISS versus the original definition of
Sontag is that the nonlinear gains γ0(·), γ(·) can be computed from knowledge of a so-
called ISS-Lyapunov function.

Definition B.6.10 (ISS-Lyapunov function) A smooth function V : Rn → R is said
to be an ISS-Lyapunov function if there exist class-K∞ functions α(·), α(·), and a class-K
function χ(·) such that:

α(|x|) ≤ V (x) ≤ α(|x|) ∀x ∈ Rn

and

∀u ∈ Rm |x| > χ(|u|) =⇒ ∂V

∂x
f(x, u) < 0
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Theorem B.6.11 (Lyapunov characterization of ISS) A system is input-to-state sta-
ble if and only if it admits an ISS-Lyapunov function.

An intuitive explanation of the concept of ISS-Lyapunov function is the following: Fix
u(·) ∈ L∞, and let c > 0 be such that the level set Ωc of V (·) satisfies

B̄χ(‖u(·)‖∞) ⊂ Ωc

so that
∂V

∂x
f(x, u) < 0 ∀x ∈

(
Rn \Ωc

)
∪ rtialΩc, ∀u : |u| ≤ ‖u(·)‖∞

As a result, the level set Ωc is forward invariant, and attractive (uniformly on compact sets
of initial conditions.)

x0

x(t)

χ(||u||∞)

Ωc

x′
0

x′(t)

One important consequence of the availability of an ISS-Lyapunov functions is that the gain
functions γ10(·) and γ(·) of the a-L∞ bound can be computed as

γ10(·) = α−1 ◦ α(·), γ10(·) = α−1 ◦ α ◦ χ(·)

Example B.6.12 Consider the scalar system

ẋ = −x3 + (1 + sin2 x)u

and the Lyapunov function candidate V (x) = x2, for which α(s) = α(s) = s2. Since

V̇ (x, u) = −2x4 + 2x(1 + sin2 x)u

≤ −2 |x|4 + 2 |x|
∣∣1 + sin2 x

∣∣ |u|
≤ −2 |x|

[
− |x|3 + 2 |u|

]
one has |x| > 3

√
2 |u| =: χ(|u|) =⇒ V̇ < 0, hence the gain functions

γ0(s) = s, γ(s) =
3
√

2s s ≥ 0
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B.6.13 ISS of Interconnected Systems

u1

x10 x20

u2 = x1
x2Σ1 Σ2

Consider the series interconnection u2 = x1 of two nonlinear systems

Σ1 :

{
ẋ1 = f1(x1, u1)

x1(0) = x10
Σ2 :

{
ẋ2 = f2(x2, u2)

x2(0) = x20

where x1 ∈ Rn1 , x2 ∈ Rn2 , u1 ∈ Rm1 and u2 ∈ Rn1 .

Theorem B.6.14 (Series interconnection of ISS systems) Assume that Σ1 and Σ2

are ISS. Then, the series interconnection

ẋ1 = f1(x1, u1)

ẋ2 = f2(x2, x1)

is ISS with respect to the input u1.

Proof: Using Teel’s characterization of ISS, the two systems satisfy a-L∞ bounds of the
form:

Σ1 :

{
‖x1(·)‖∞ ≤ max {γ10(|x10|), γ1(‖u1(·)‖∞)}
‖x1(·)‖a ≤ γ1 (‖u1(·)‖a)

Σ2 :

{‖x2(·)‖∞ ≤ max {γ20(|x20|), γ2(‖u2(·)‖∞)}

‖x2(·)‖a ≤ γ2 (‖u2(·)‖a)
Letting u2 = x1 and combining the bounds, one obtains for the Σ2-subsystem

Σ2 :

{‖x2(·)‖∞ ≤ max {γ̄10(|x10|), γ20(|x20|), γ̄1(‖u1(·)‖∞), γ2(‖u2(·)‖∞)}

‖x2(·)‖a ≤ max {γ̄1 (‖u1(·)‖a) , γ2 (‖u2(·)‖a)}

where
γ̄10(·) := γ2 ◦ γ10(·), γ̄1(·) := γ2 ◦ γ1(·)

Since for any vector v = (vT1 vT2 )T it holds that |v1| ≤ |v|, |v2| ≤ |v|, one obtains

Σ1 :

{
‖x1(·)‖∞ ≤ max {γ10(|x0|), γ1(‖u(·)‖∞)}
‖x1(·)‖a ≤ γ1 (‖u(·)‖a)

Σ2 :

{‖x2(·)‖∞ ≤ max {γ̄10(|x0|), γ20(|x0|), γ̄1(‖u(·)‖∞), γ2(‖u(·)‖∞)}

‖x2(·)‖a ≤ max {γ̄1 (‖u(·)‖a) , γ2 (‖u(·)‖a)}
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Also, since |v| ≤ |v1|+ |v2| ≤ 2 max{|v1| , |v2|}, it follows that the augmented state satisfies
the a-L∞ bound

normx(·)∞ ≤ max {γ̃0(|x0|), γ̃(‖u(·)‖∞)}
‖x(·)‖a ≤ γ̃ (‖u(·)‖a)

where

γ̃0(·) := 2 max {γ10(·), γ̄10(·), γ20(·)} , γ̃(·) := 2 max {γ1(·), γ̄1(·), γ2(·)}

2

We conclude this section with an extremely important result, due to Teel (1995), which
provides a small-gain theorem in the a-L∞ framework.

Consider the feedback interconnection u1 = x2, u2 = x1 of the nonlinear systems

Σ1 :

{
ẋ1 = f1(x1, u1, d1)

x1(0) = x10
Σ2 :

{
ẋ2 = f2(x2, u2, d2)

x2(0) = x20

where x1, u2 ∈ Rn1 , x2, u1 ∈ Rn2 , d1 ∈ Rm1 and d2 ∈ Rmd .

u1

x10

x20

u2
x2

Σ1

Σ2

x1
d1

d2

It is assumed that the two systems satisfy a-L∞ bounds of the form

‖xi(·)‖∞ ≤ max {γi0(|xi0|), γi1(‖ui(·)‖∞), γi2(‖di(·)‖∞)}
‖xi(·)‖a ≤ max {γi1‖ui(·)‖a), γi2‖di(·)‖a)) , i = 1, 2

Theorem B.6.15 (Small-gain Theorem for ISS Systems (Teel, 1995)) Assume that
the composition of the channel-1 gains of the two systems forms a simple contraction, that
is, assume that

γ11 ◦ γ21(s) < s ∀ s > 0

Then, the augmented state x = (xT1 xT2 )T of the feedback-interconnected system

ẋ = f(x, d), x(0) = x0

satisfies an a-L∞ bound with respect to the overall input d := (dT1 dT2 )T .
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Proof: Fix, arbitrarily, x0 = (xT10 xT20)T ∈ Rn and d(·) ∈ L∞ and let [0, Tmax) be the
maximal interval of existence and uniqueness of the corresponding forward trajectory. Then,
for all τ ∈ [0, Tmax) one obtains the bounds

‖x1τ (·)‖∞ ≤ max {γ10(|x10|), γ11(‖x2τ (·)‖∞), γ12(‖d1τ (·)‖∞)}
‖x2τ (·)‖∞ ≤ max {γ20(|x20|), γ21(‖x1τ (·)‖∞), γ22(‖d2τ (·)‖∞)}

Substituting the second bound into the first one yields

‖x1τ (·)‖∞ ≤ max {γ10(|x10|), γ̄20(|x20|), γ̄21(‖x1τ (·)‖∞),

γ12(‖d1τ (·)‖∞), γ̄22(‖d2τ (·)‖∞)}
where

γ̄20(·) := γ11 ◦ γ20(·), γ̄21(·) := γ11 ◦ γ21(·), γ̄22(·) := γ11 ◦ γ22(·)
Lemma B.6.16 Let a, b, c, d ∈ R and consider the inequality

a ≤ max{b, c, d}
If b < a then max{b, c, d} = max{c, d}, thus

a ≤ max{c, d}
Since

γ̄21(‖x1τ (·)‖∞) = γ11 ◦ γ21(‖x1τ (·)‖∞) < ‖x1τ (·)‖∞
one can drop this term from the bound for ‖x1τ (·)‖∞, yielding

‖x1τ (·)‖∞ ≤ max {γ10(|x10|), γ̄20(|x20|), γ12(‖d1τ (·)‖∞), γ̄22(‖d2τ (·)‖∞)}
≤ max {γ10(|x10|), γ̄20(|x20|), γ12(‖d1(·)‖∞), γ̄22(‖d2(·)‖∞)}

hence
lim sup
τ→Tmax

‖x1τ (·)‖∞ <∞

Repeating the procedure for the bound involving ‖x2τ (·)‖∞, and noticing that the small-
gain condition γ11 ◦ γ21(s) < s for all s > 0 implies γ21 ◦ γ11(s) < s for all s > 0, sone
obtains

‖x2τ (·)‖∞ ≤ max {γ20(|x20|), γ̄10(|x10|), γ22(‖d2(·)‖∞), γ̄12(‖d1(·)‖∞)}
hence

lim sup
τ→Tmax

‖x2τ (·)‖∞ <∞

Consequently, Tmax =∞ and

‖x1(·)‖∞ ≤ max {γ10(|x10|), γ̄20(|x20|), γ12(‖d1(·)‖∞), γ̄22(‖d2(·)‖∞)}
‖x2(·)‖∞ ≤ max {γ20(|x20|), γ̄10(|x10|), γ22(‖d2(·)‖∞), γ̄12(‖d1(·)‖∞)}

Furthermore, using the previous reasoning, one obtains

‖x1(·)‖a ≤ max {γ12(‖d1(·)‖a), γ̄22(‖d2(·)‖a)}
‖x2(·)‖a ≤ max {γ22(‖d2(·)‖a), γ̄12(‖d1(·)‖a)}

2
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Appendix C

A Primer on Adaptive Systems

C.1 Introduction

In this chapter, we introduce fundamental issues concerning stability of equilibria for classes
of systems that arise in direct adaptive control systems design. We start from a few mo-
tivating examples, and introduce a typical system structure that we regard as a standard
adaptive control problem. We then specialize the tools introduced in Chapter B to deal with
the stability analysis for the standard problem.

C.1.1 Adaptive Stabilization of Nonlinear Systems in Normal Form

Suppose we are given a parameterized family of nonlinear time-invariant systems of the
form

ẋ = f(x, µ) + g(x, µ)u (C.1)

with state x ∈ Rn, control input u ∈ R and unknown constant parameter vector µ ∈ Rq.
We make the usual assumptions on smoothness of the vector fields, and assume that the
origin x = 0 is an equilibrium of the unforced system, i.e., f(0, µ) = 0 for all µ ∈ Rq.

The problem we want to address is the design of controllers of fixed structure that
enforces certain properties for the trajectories of the closed-loop system, regardless of the
actual value of the unknown parameter vector. The simplest (and most fundamental)
problem that can be carved out from the above setup is the design of a (possibly dynamic)
state-feedback controller, that is, a system of the form

ξ̇ = α(ξ, x)

u = β(ξ, x)
(C.2)

that renders the origin of the closed-loop system (C.1)-(C.2) a globally uniformly asymp-
totically stable equilibrium, robustly with respect to µ. Note that it is explicitly assumed
that the entire state vector is available for feedback. Clearly, a general solution of the
above problem is not available unless more structure is specified for the plant model. In
particular, the problem can be considerably simplified if additional properties hold, namely
the existence of a globally defined normal form in which the uncertain parameters enter
linearly. Specifically, we make the following (quite restrictive) assumption:
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Assumption C.1.2 There exists a globally-defined diffeomorphism1 Φ : Rn → Rn, which
preserves the origin, such that the system in the new coordinates z = Φ(x) reads as

ż =
∂Φ

∂x
f(Φ−1(z), µ) +

∂Φ

∂x
g(Φ−1(z), µ)u

= Abz +Bb
[
φT (z)θ + u

] (C.3)

where Ab, Bb are in Brunovsky form, i.e.,

Ab =



0 1 0 · · · 0

0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1

0 0 0 · · · 0


, Bb =



0

0
...

0

1


,

the function φ(·) : Rn → Rp is known, and θ ∈ Rp, with p ≥ q, is a re-parametrization of
the vector µ, that is, a continuous map θ : µ 7→ θ(µ).

If this is the case, if the actual value of the parameter vector θ was available, the obvious
memoryless control law that globally asymptotically (and exponentially) stabilizes the origin
would be given by

u = Kz − φT (z)θ (C.4)

with K ∈ R1×n chosen in such a way that Ab + BbK is Hurwitz. Since θ is unknown,
one may resort to the principle of certainty equivalence, and substitute θ in (C.4) with an
estimate θ̂, and apply the control

u = Kz − φT (z)θ̂(t)

instead. The design must then be completed by a suitable update law

˙̂
θ = ϕ(θ̂, z) (C.5)

that guarantees stability of the closed-loop system, and, hopefully, convergence of z(t) to
the origin, and of θ̂(t) to θ. To find such an update law, let P be the symmetric, positive
definite solution of the Lyapunov matrix equation

P (Ab +BbK) + (Ab +BbK)TP = −I

and consider the Lyapunov function candidate

V (z, θ̃) = zTPz + 1
γ θ̃

T θ̃

where γ > 0 is a positive constant that plays the role of an adaptation gain, and θ̃ = θ− θ̂ is
a change of coordinates that shifts the origin of the coordinate system for the state of (C.5)

1That is, a continuously differentiable map whose inverse exists and is continuously differentiable as well.
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to the “true” value of the parameter vector. Evaluating the derivative of V along solutions
of (C.3)-(C.4) yields

V̇ (z, θ̃) = −|z|2 + 2zTPBbφ
T (z)θ̃ + 2

γ θ̃
˙̃
θ

from which, keeping in mind that
˙̃
θ = − ˙̂

θ, one obtains

V̇ (z, θ̃) = −|z|2 + 2
γ

[
γφ(z)BT

b Pz − ϕ(θ̂, z)
]
.

The obvious choice
˙̂
θ = γφ(z)BT

b Pz

yields
V̇ (z, θ̃) = −|z|2 , (C.6)

and this renders the equilibrium (z, θ̃) = (0, 0) uniformly globally stable, as for any initial
condition (z0, θ̃0) ∈ Rn × Rp the corresponding trajectory of the closed-loop system

ż = (Ab +BbK)z +Bbφ
T (z)θ̃

˙̃
θ = −γφ(z)BT

b Pz
(C.7)

satisfies
V (z(t), θ̃(t)) ≤ V (z0, θ̃0) , ∀ t ≥ 0

and thus
|(z(t), θ̃(t))| ≤ a |(z0, θ̃0)| , ∀ t ≥ 0

for some a > 0 which depends only on the given choice of the controller parameters K
and γ. The asymptotic properties of the trajectories of (C.7), on the other hand, can
be determined by a simple application of La Salle’s invariance principle, as (C.7) is an
autonomous system. In particular, trajectories converge to the largest invariant set M
contained in the set S = {(z, θ̃) ∈ Rn × Rp : V̇ = 0}. It is easy to see that any trajectory
(z?(t), θ̃?(t)) which originates inM remains inM for all t ≥ 0 (recall that (C.7) is forward
complete) and satisfies

z?(t) ≡ 0 , θ̃?(t) = θ̃? = const .

As a result, the set M is given by

M = {(z, θ̃) ∈ Rn × Rp : z = 0 , φT (0)θ̃ = 0} .

Note thatM is a closed set, but in general not compact. As a matter of fact, the only case
in which M is compact is when p = 1 and φ(0) 6= 0, and thus M = {(0, 0)}. As a result, it
is not possible to conclude that the origin is an asymptotically stable equilibrium of (C.7),
apart from the rather trivial case discussed above. The only conclusions that can be drawn
are the following:

a.) The origin is a (uniformly) globally stable equilibrium of (C.7).

b.) The closed set M is globally attractive2.

2It is worth noting that convergence to M is not guaranteed to be uniform, since M is not compact.
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Assuming that p > 1, the closed-loop system achieves boundedness of all trajectories and
regulation of z(t) in place of global asymptotic stability of the origin in Rn+p, which may
still seem a reasonable outcome. In the literature, this result is referred to as “partial
stabilization,” that is, regulation of a certain subset of the state variables to zero, while
preserving boundedness of all trajectories. The problem is that this is not enough to guar-
antee that (C.7) possesses even the mildest form of robustness ensured by the theorem
of total stability. In particular, trajectories of (C.7) may grow unbounded in presence of
arbitrarily small non-vanishing perturbations, as will be shown later in this chapter.

The question is whether (C.6) can be used to assess uniform global asymptotic stability
of the equilibrium setM, as opposed to asymptotic stability of the equilibrium at the origin.
As a matter of fact, it is true that the Lyapunov function candidate V admits a class-K∞
estimate from below which is a function of the point-to-set distance from M alone, as

V (z, θ̃) ≥ zTPz ≥ λmin (P )|z|2 = λmin (P )|(z, θ̃)|2M ,

and that obviously the estimate

V̇ (z, θ̃) ≤ −|(z, θ̃)|2M

holds for the derivative of V along (C.7). However, the function V does not admit a class-
K∞ estimate from above which is a function of |z| alone, thus missing a crucial ingredient in
the Lyapunov characterization of global uniform asymptotic stability with respect to a set.
The following counterexample shows that, indeed, equation (C.6) does not imply stability
of M in the sense of Lyapunov, and thus, for the system (C.7), a Lyapunov function with
respect to the set M does not exist.

Example C.1.3 Consider the simple problem of global asymptotic stabilization of the
origin of the scalar system

ẋ = µx2 + u

where µ > 0 is an unknown parameter. The origin is semi-globally stabilizable by means of
the simple high-gain feedback u = −kx, k > 0, meaning that the origin is rendered locally
asymptotically stable, with domain of attraction given by the open interval A = (−∞, k/µ).
However, it is clear that global asymptotic stabilization is not attainable by linear feedback
alone. Applying the principle of certainty equivalence, a candidate controller is given by
the control law

u = −kx− θ̂x2 , k > 0

with update law
˙̂
θ = γx3 , γ > 0

obtained using the obvious Lyapunov function candidate V (x, θ̃) = x2 + γ−1θ̃2, where
θ̃ = θ̂− µ. Clearly, in this case we have adopted the trivial re-parametrization θ(µ) = µ for
the unknown plant parameter.

Application of La Salle’s invariance principle shows that trajectories of the closed-loop
system

ẋ = −kx− x2θ̃
˙̃
θ = γx3

(C.8)
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are bounded, and converge asymptotically to the equilibrium set M = {0} × R. We will
first show that, while the set M is obviously attractive, it is not stable in the sense of
Lyapunov. Recall that, for the set M to be stable in the sense of Lyapunov, for any ε > 0
there must exist δ > 0 so that for any initial condition (x0, θ̃0) satisfying |(x0, θ̃0)|M ≤ δ
the corresponding trajectory (x(t), θ̃(t)) satisfies |(x(t), θ̃(t))|M ≤ ε for all t ≥ 0.

Fix k > 0 and γ > 0, and consider the set S1 = {(x, θ̃) : x ≥ 0, x θ̃ ≥ −k}. This set is
forward invariant for the closed-loop system (C.8), as the lower boundary {x = 0} is made of
trajectories (the setM, which is an equilibrium set), whereas on the boundary {x θ̃ = −k}
the vector fields point inward (note that ẋ = 0 and

˙̃
θ > 0 on {x θ = −k}.) On the other

hand, the set S2 = {(x, θ̃) : x ≥ 0, x θ̃ < −k} is backward invariant. Choose, arbitrarily,
ε > 0 and an initial condition p(0) = (x(0), θ̃(0)) such that |p(0)|M > ε. Without loss of
generality, assume that p(0) lies on the first quadrant, so that x θ̃ > 0 (see Figure C.1).
Since dx/dθ̃ < 0 on S1, the trajectory p(t) originating from p(0) remains in S1 and converge
asymptotically to M. Note also that the trajectory in question approaches M along the
normal direction to the set, since dx/dθ̃ → −∞ as x→ 0. Integrating the system backward
from the initial condition p moves the trajectory towards the boundary {x θ̃ = −k}, since
in this case

dx

d(−t) = kx+ x2θ̃ and
dθ̃

d(−t) = −γx3

Since x(t) is increasing in backward time, it is bounded away from zero, and so is dθ̃/d(−t).
As a result, there exists a finite time −τ such that x(−τ)θ̃(−τ) = −k. At the boundary, the
vector field of the backward system points inward S2. Once the backward trajectory has
entered the invariant set S2, the sign of dx/d(−t) is reversed, and thus limt→−∞ x(t) = 0.
This implies that for any 0 < δ < ε there exists T > 0 such that |p(−T )|M < δ. Therefore,
the forward trajectory originating from p(−T ) leaves the ball {p : |p|M ≤ ε} in finite time.
By virtue of the fact that δ is arbitrary, this implies that the set M is not stable in the
sense of Lyapunov. 2

The Role of Passivity

The structure of the closed-loop system (C.7) lends itself to an interpretation that is of
fundamental importance in the analysis of adaptive systems: system (C.7) can be seen as
the negative feedback interconnection, shown in Figure C.2, between the system

Σ1 :

 ż = Az +BφT (z)u1

y1 = φ(z)Cz ,

where A = (Ab +BbK), B = Bb, and C = BT
b P , and the system

Σ2 :


˙̃
θ = γ u2

y2 = θ̃ .

Note that, by construction, the triplet (A,B,C) is strictly positive real, since it possesses
the KYP property,3 and that the system Σ1 is strictly passive, with positive definite and

3See Lemma 3.5.2, Lemma 3.5.3, and Lemma 3.5.4 in [28].
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δ εM

p(t) = (x(t), θ̃(t))
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Figure C.1: Example C.8
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Figure C.2: Adaptive feedback loop

proper storage function given precisely by V1(z) = zTPz. Also, the system Σ2 is readily seen
to be passive, with a positive definite and proper storage function given by V2(θ̃) = γ−1θ̃T θ̃.
By virtue of Proposition B.4.5, the feedback interconnection between Σ1 and Σ2 shown in
Figure C.2 is passive with respect to the input/output pair (v, y2), and when v = 0 the
state trajectories of Σ1 converge to the origin by virtue of Proposition B.4.6.

C.1.4 Model-Reference Adaptive Control of Scalar Linear Systems

As a second example, consider the SISO linear system defined by the I/O representation

ȳ(s) =
b

s+ a
ū(s)

or, equivalently, by the state-space realization

ẏ = −ay + bu , y(0) = y0 (C.9)
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with y, u ∈ R. It is assumed that the parameter vector θ = col(a, b) is unknown; however,
the sign of b is known. In particular, without loss of generality, we let b ≥ b0 for some
b0 > 0. Note that the system (C.9) has unitary relative degree.

The problem we want to address is the following: Given an exponentially stable reference
model of the form

ẏm = −amym + bmur , ym(0) = 0 (C.10)

where am, bm > 0 and ur(·) ∈ L∞[0,∞), find a control law for (C.9) to achieve asymptotic model

matching between the two systems, that is, to let limt→∞ |y(t)−ym(t)| = 0, regardless of the
unknown value of the model parameter vector θ. To solve the problem, we appeal once again
to the certainty equivalence principle, and first devise the solution under the assumption
that θ is known. To this end, we postulate the following structure for the controller

u = k1y + k2r (C.11)

which is comprised of a feedback and a feedforward term, and derive matching conditions
relating the vector of controller gains, k = col(k1, k2), with θ to ensure fulfillment of the
control objectives. To this end, the dynamics of the model matching error e := y − ym is
easily derived as

ė = −ame+ (bk1 + am − a)y + (bk2 − bm)r (C.12)

Consequently, setting

k1 = k∗1 :=
a− am
b

, k2 = k∗2 :=
bm
b

(C.13)

yields the converging dynamics ė = −ame, hence the solution to the asymptotic model
matching problem. The identities (C.13) are precisely the matching conditions mentioned
above. The second step is to replace the fixed gains in the certainty equivalence con-
troller (C.11) with tunable gains, k̂ = col(k̂1, k̂2) and propose, in place of (C.11), the dy-
namic controller

k̇ = τ

u = k̂1y + k̂2r (C.14)

where τ ∈ R2 is an update law to be determined. This yields the formulation of the
asymptotic model matching problem as an adaptive control problem, commonly known as
the Model Reference Adaptive Control (MRAC) problem. Two strategies may be pursued:
In the first one, direct adaptation of the tunable gain vector k̂ is sought, on the basis of
the minimization of a quadratic functional of the model matching error (or, as we will
see, to enforce stability of the ensuing error system). This is referred to as direct MRAC.
The second strategy consists in obtaining an estimate θ̂ = col(â, b̂) of the plant parameter
vector θ through on-line system identification techniques, and then computing the tunable
gains from the matching conditions, that is, by letting

k̂1(θ̂) :=
â− am
b̂

, k̂2(θ̂) :=
bm

b̂
(C.15)

This approach is referred to as indirect MRAC. Note that in the indirect approach one needs
to bound the estimate b̂(t) away from the singularity at b̂ = 0. This is usually accomplished
by means of projection techniques, where the assumption made previously that b ≥ b0 > 0
becomes instrumental.
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Direct Approach

Using the matching conditions, one readily obtains for the closed-loop system

ė = −ay + b(k̂1 − k∗1 + k∗1)y + b(k̂2 − k∗2 + k∗2)r + amym − bmr
= −ame+ b(k̂1 − k∗1)y + b(k̂2 − k∗2)r

= −ame+ bφT (t, e)k̃ (C.16)

where k̃ := k̂ − k∗ is the parameter estimate error, and φT (t, e) :=
(
e+ ym(t) r(t)

)
is a

known regressor. Note that the dependence of the regressor on the reference signal, r(·),
and the output of the reference model, ym(·), has been regarded as an explicit dependence
on time. Since b > 0, the function

V (e, k̃) := 1
2e

2 + 1
2bγ
−1k̃T k̃

where γ > 0 is a gain parameter, is a Lyapunov function candidate for the closed-loop
system. Evaluation of the derivative of V along the vector field of the closed-loop system

yields (recall that
˙̃
k =

˙̂
k)

V̇ = −ame+ b
γ [τ + γφ(t, e)e]

leading to the obvious choice
τ = −γφ(t, e)e

for the update law. Application of La Salle/ Yoshizawa Theorem (Theorem B.3.18), yields
global uniform stability of (e, k̃) = (0, 0), boundedness of all trajectories, and asympttotic
convergence of e(t) to zero.

Note that, at this point, we do not have enough tools yet to ascertain whether the origin
(e, k̃) = (0, 0) is a uniformly asymptotically stable equilibrium, which is not ruled out by
the conclusions of La Salle/ Yoshizawa Theorem. The following examples show that the
possibility of achieving uniform asymptotic stability of the origin of the error system

ė = −ame+ bφT (t, e)k̃

˙̃
k = −γφ(t, e)e (C.17)

depends indeed on the properties of the reference signal r(·).
Example 1: The case of constant reference signals. Consider the case r(t) = r0 = const,
and – for the sake of simplicity – let am = 1, bm = 1 in the reference model (C.10). Letting
ỹm := ym − r0 one obtains the closed-loop error system in the form

˙̃ym = −ỹm
ė = −ame+ bφT (ỹm, e, r0)k̃

˙̃
k = −γφ(ỹm, e, r0)e (C.18)

where
φT (ỹm, e, r0) :=

(
e+ ỹm + r0 r0

)
is the regressor. Note that the overall system is autonomous, hence one can use La Salle’s
invariance principle instead of La Salle’s / Yoshizawa theorem to assess the asymptotic
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properties of its solutions. Note also that r0 is regarded as a constant parameter. It is
easily seen that the origin (ỹ, e, k̃) = (0, 0, 0), albeit stable in the sense of Lyapunov, is not
uniformly attractive, hence not uniformly asymptotically stable. This is a simple conse-
quence of the fact that the origin is not an isolated equilibrium point. As a matter of fact,
the system possess an equilibrium manifold (subspace) given by

M =
{

(ỹ, e, k̃) ∈ R× R× R2 : ỹ = 0, e = 0, k̃1 = −k̃2

}
Example 2: The case of sinusoidal reference signals. Consider this time the reference signal
r(t) = cos(ω0t), ω > 0. Let

y?m(t) :=

∫ t

−∞
eτ−t cos(ω0τ)dτ =

cos(ω0t) + ω0 sin(ω0t)

1 + ω2
0

be the steady-state solution of the reference model, where, once again, it has been assumed
that am = 1 and bm = 1. The change of coordinates ỹm := ym− y?m yields the error system

˙̃ym = −ỹm
ė = −ame+ bφT (t, ỹm, e)k̃

˙̃
k = −γφ(t, ỹm, e)e (C.19)

where
φT (t, ỹm, e) :=

(
e+ ỹm + y?m(t) r(t)

)
is the new regressor. Note that both the reference signal and the steady-state of the reference
model can be generated by the autonomous linear system (a so-called exosystem)(

ẇ1

ẇ2

)
=

(
0 ω0

−ω0 0

)(
w1

w2

)
,

(
r

y?m

)
=

(
0 1
ω0

ω2
0+1

1
ω2
0+1

)(
w1

w2

)
(C.20)

with initial condition w1(0) = 0, w2(0) = 1. Note also that the equilibrium (w1, w2) = (0, 0)
of the exosystem is stable in the sense of Lyapunov, all trajectories of the exosystem are
bounded, and that the state matrix is skew-symmetric. As a result, La Salle’s invariance
principle applies to the closed-loop error system augmented with the exosystem, with Lya-
punov function candidate given by

V (w, ỹm, e, k̃) := wTw + 1
2 ỹ

2
m + 1

2e
2 + 1

2bγ
−1k̃T k̃

where w = (w1, w2). A simple analysis shows that the trajectories of the closed-loop sys-
tem (C.19)–(C.20) converge to the largest invariant setM⊂ R2×R×R×R2 contained in
the set

E :=
{

(w, ỹm, e, k̃) ∈ R2 × R× R× R2 : ỹm = 0, e = 0
}

This invariant set is obviously comprised of the trajectory w(t) = (r(t), y?m(t)) and trajec-
tories k̃(t) = k̃? = const satisfying(

cos(ω0t) + ω0 sin(ω0t)

1 + ω2
0

cos(ω0t)

)(
k̃?1

k̃?2

)
= 0
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for all t ∈ R. Differentiation of both sided of the above identity yields the system of
equations

Q(t)k̃? = 0 ∀ t ∈ R

where

Q(t) :=


cos(ω0t) + ω0 sin(ω0t)

1 + ω2
0

cos(ω0t)

ω2
0 cos(ω0t)− ω0 sin(ω0t)

1+ω2
0

−ω0 sin(ω0t)


Since detQ(t) = −ω2

0/(1 + ω2
0), it is concluded that, necessarily, k̃? = 0. As a result, the

equilibrium (ỹ, e, k̃) = (0, 0, 0) of the time-varying system (C.19) is uniformly (globally)
stable in the sense of Lyapunov and globally attractive. Unfortunately, we are not still in
the position to conclude that the equilibrium is globally uniformly asymptotically stable, as
uniform (global) attractivity has not been determined. However, it is noted that asymptotic
convergence of the parameter estimates k̂(t) to the “true values” k? has been established.

Indirect Approach

In the indirect approach, we use a model estimator of the form

˙̂y = −ây + b̂u+ `(y − ŷ) (C.21)

where ` > 0 is the output injection gain. Next, define the model estimation error ỹ := ŷ−y,
with dynamics

˙̃y = −`ỹ − (â− a)y + (b̂− b)r (C.22)

and the estimated model mismatch error ê := ŷ − ym, with dynamics

˙̂e = −amê− `ỹ + (am − â)y − bmr + b̂u

Applying the certainty-equivalence control

u = k̂1(θ̂)y + k̂2(θ̂)r (C.23)

where the tunable gains are given in (C.15), yields

˙̂e = −amê− `ỹ (C.24)

Next, the equation of the ỹ-dynamics (C.22) is written in the more compact form

˙̃y = −`ỹ + ψT (t, ỹ, ê)θ̃ (C.25)

where θ̃ := θ̂ − θ is the parameter estimate error, and ψT (t, ỹ, ê) :=
(
ỹ − ê− ym(t) r(t)

)
is a known regressor. Following a similar reasoning as in the direct approach, consider the
Lyapunov function candidate

W (ê, ỹ, θ̃) := 1
2 ê

2 + λ
2

(
ỹ2 + γ−1θ̃T θ̃

)
where λ > 0 is a scaling factor to be determined. Scaling the term in parenthesis in the
Lyapunov function candiate above allows one to take into account the coupling between the
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ê- and the ỹ-subsystems in (C.24). Evaluation of the derivative of W along the vector field
of the system one obtains

Ẇ = −amê2 − `êỹ + λ
(
−`ỹ2 + ỹψT (t, ỹ, ê)θ̃ + γ−1θ̃

˙̂
θ
)

Choosing
˙̂
θ = −γψ(t, ỹ, ê)ỹ

for the update law yields

Ẇ = −amê2 − `êỹ − λ`ỹ2 (C.26)

The selection λ > `/(4am) ensures that the quadratic form on the right-hand side of (C.26)
is negative definite. As a consequence, application of La Salle/ Yoshizawa Theorem yields
boundedness of all trajectories and asymptotic regulation of both ê(t) and ỹ(t), if one can
show that the control (C.23) is well-defined, for instance, if one can ensure that b̂(t) ≥ b0 for
all t ≥ 0. As we will see later in this chapter, this goal can be easily accomplished (at least
for this simple example) by projecting the estimate b̂(t) onto the convex set R := {b̂ ≥ b0}.

Comparing side-by-side the two controllers (and ignoring for the time being the issue of
possible singularity of b̂ in the indirect approach) yields

direct:


˙̂
k1 = −γ(y − ym)y

˙̂
k2 = −γ(y − ym)r

u = k̂1y + k̂2r

indirect:



˙̂y = −ây + b̂u+ `(y − ŷ)

˙̂a = γ(ŷ − y)y

˙̂
b = −γ(ŷ − y)u

u =
â− am
b̂

y +
bm

b̂
r

(C.27)

where γ > 0 and ` > 0 are the adaptation and the observer gains, respectively. It is clear that
the indirect approach is more complex, as it involves a controller of higher dimesionality and
requires an additional controller gain to be selected (the gain `). This may be a disadvantage
when the dimansion of the plant model is large, as the order of an indirect controller increases
roughly by a factor of two with respect to its direct counterpart. Nonetheless, the indirect
approach presents a clear advantage over the direct approach in the presence of bounded
control inputs. Specifically, consider again the plant model (C.9), and assume that the
control input is saturated, that is,

ẏ = −ay + b satu , y(0) = y0 (C.28)

In this case, the direct design proceeds by ignoring the presence of the saturation function,
essentially regaring the effect of input saturations as an unmeasurable disturbance. As
a result, the ensuing direct controller is the same as the controller on the left in (C.27).
Conversely, using the indirect approach one has the luxury of providing to the parameter
estimator a model of the plant that incorporates the effect of the saturation. This task is
achieved by replacing the controller on the right of (C.27) with the modified controller

indirect (modified):



˙̂y = −ây + b̂ satu+ `(y − ŷ)

˙̂a = γ(ŷ − y)y

˙̂
b = −γ(ŷ − y)satu

u =
â− am
b̂

y +
bm

b̂
r
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where, again, the issue of non-singularity of b̂ has been set aside. It can be verified that
this modification has a beneficial effect, similar to that of an anti-windup modification, as it
prevents the adaptation law from reacting erroneously to the occurrence of input saturation
(see the Matlab-Simulink example provided in the file repository.)

C.2 The Standard Adaptive Control Problem

It was shown in the previous sections that several adaptive control problems share a common
formulation in which one needs to study the stability of the interconnection between a
strictly passive and a passive system. We will refer to this particular setup as the standard
adaptive control problem, or simply as the standard problem. Namely, we will analyze the
stability of the equilibrium at the origin of a nonlinear time varying system of the form

ẋ1 = Ax1 +BφT (t, x)x2

ẋ2 = −γφ(t, x)Cx1 (C.29)

where x = col(x1, x2) ∈ Rn1+n2 and γ is a positive constant. The vector field φ : R≥0×Rn →
Rn2 , where n = n1 +n2, defined by the mapping (t, x) 7→ φ(t, x) is piecewise continuous in t
for any fixed x, and locally Lipschitz in x uniformly in t. In particular, we are interested in
determining under which conditions system (C.29) possesses a UGAS (and LES) equilibrium
a the origin. As we have already seen, the case in which the vector field φ depends only
on x1 and the triplet (A,B,C) is strictly passive or SPR can be easily dealt with using
La Salle’s invariance principle. A similar situation applies when the dependence on time is
due to signals which can be generated as trajectories of autonomous exogenous systems, as
in this case La Salle’s invariance principle also applies.

A more interesting situation occurs obviously when φ depends explicitly on time, hence
(C.29) is non-autonomous. We begin with considering the situation in which φ depends on
t but not on the state x, and thus (C.29) takes the form of a time-varying linear system.
Specifically, we consider first the linear time-varying system

ẋ1 = Ax1 +BφT (t)x2

ẋ2 = −γφ(t)Cx1 (C.30)

with the following standing assumptions:

Assumption C.2.1 There exist P = P T > 0 and Q = QT > 0 such that

ATP + PA ≤ −Q
PB = CT .

Assumption C.2.2 The function φ : R≥0 → Rn1 is bounded and globally Lipschitz.

Let Q = QT1 Q1, denote with Aa(·), C a, and P a respectively the mappings

Aa(t) =

(
A BφT (t)

−γφ(t)C 0

)
, C a =

(
Q1 0

)
, P a =

(
P 0

0 γ−1I

)
,

and endow system (C.30) with the output y = C ax. Then, the following holds:
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Proposition C.2.3 The system (C.30) is globally exponentially stable if the pair (C a, Aa(·))
is uniformly completely observable.

Proof. The result follows directly from Proposition B.3.20, using the Lyapunov function
candidate V (x) = xTP ax. 2

The main problem in applying Proposition C.2.3 to a given system (C.30) is to assess uni-
form complete observability of the pair (C a, Aa(·)). A direct evaluation of the observability
gramian is a formidable task, as it requires the explicit computation of the transition ma-
trix of Aa(·). A useful result is provided by the following lemma, which states that uniform
complete observability is invariant under bounded output injection.

Lemma C.2.4 Given bounded matrix-valued functions A : R≥0 → Rn×n, C : R≥0 → Rp×n
and N : R≥0 → Rn×p, the pair (C(·), A(·)) is uniformly completely observable if and only if
so is the pair (C(·), A(·)−N(·)C(·)).
Proof. See [28, Lemma 4.8.1]. 2

The above result can be used to replace the computation of the observability gramian
of the original system with that of the system under output injection, provided that the
latter takes a simpler form. For our purposes, it suffices to use

Na(t) =

 AQ−1
1

−γφ(t)CQ−1
1


to obtain

Aa(t)−Na(t)Ca =

(
0 BφT (t)

0 0

)
for which the transition matrix can be easily computed as

Φ(t, τ) =

(
I Bσ(t, τ)

0 I

)
, σ(t, τ) ,

∫ t

τ
φT (s)ds .

It follows that the observability gramian of (Ca(·), Aa(·)−Na(·)Ca(·)) reads as, after some
manipulations,

W (t1, t2) =

∫ t2

t1

(
Q QBσ(τ, t1)

σT (τ, t1)BTQ σT (τ, t1)BTQBσ(τ, t1)

)
dτ . (C.31)

Proposition C.2.5 Assume that the function φ(·) is bounded and globally Lipschitz, and
that there exist constants κ > 0, δ > 0 such that∫ t+δ

t
φ(τ)φT (τ)dτ ≥ κI , ∀ t ≥ 0 . (C.32)

Then, there exists µ > 0 such that

W (t, t+ δ) ≥ µI , ∀ t ≥ 0

where W (·, ·) is the observability gramian in (C.31).
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Proof. See [28, Lemma 4.8.4]. 2

The condition (C.32) is commonly referred to as a persistence of excitation (PE) condition.
The PE condition plays a fundamental role in the analysis of the asymptotic properties
of adaptive systems. In a nutshell, it guarantees that the time-varying signal φ(·) yields
enough couplings between the trajectories x1(·) and x2(·) of (C.30) to obtain uniform com-
plete observability. The PE condition has been studied quite extensively in the adaptive
control literature. For a comprehensive survey of the properties of PE signals and their role
in control and system identification, the reader should consult [28], [38], [39], [40], and the
recent paper [41], which provides a nice review of earlier results.

The PE property (C.32), used in conjunction with Assumption C.2.1 and Assump-
tion C.2.2, yields a sufficient condition for global exponential stability of (C.30), established
by means of Proposition B.3.20. The result is summarized as follows:

Theorem C.2.6 Consider system (C.30), and let assumptions C.2.1 and C.2.2 hold. As-
sume, in addition, that the function φ(·) satisfies the PE condition (C.32). Then, the origin
is a globally exponentially stable equilibrium of (C.30).

Reverting back to the full nonlinear system (C.29), one may wonder to what extent
the result of Theorem C.2.6 can be used to find conditions for global uniform asymp-
totic stability of the origin, as opposed to the much weaker form of stability implied by
La Salle/Yoshizawa theorem. For this purpose, assume that Assumption C.2.1 holds for
the triplet (A,B,C) in (C.29). As a result, by La Salle/Yoshizawa theorem, the origin is a
uniformly globally stable equilibrium, and thus for any initial condition (t0, x0) ∈ R × Rn
the corresponding trajectory x(t; t0, x0) is bounded for all t ≥ t0. Let the parameterized
family of functions

φ̃(t0,x0)(·) , φ(·, x(· ; t0, x0)) , (t0, x0) ∈ R× Rn (C.33)

be defined as the function φ(·, ·) evaluated along the trajectories of (C.29), that is, as the
mapping

t 7→ φ(t, x(t; t0, x0)) , t ≥ t0
parameterized by the initial condition of (C.29). Note that since each single trajectory
x(t) , x(t; t0, x0) satisfies the differential equationẋ1(t)

ẋ2(t)

 =

(
A Bφ̃T(t0,x0)(t)

−γφ̃(t0,x0)(t)C 0

)x1(t)

x2(t)

 , (C.34)

to each trajectory of (C.29) one can associate a linear time-varying system, which can
in principle be used to study the asymptotic properties of that particular trajectory. In
particular, the standing assumptions on φ(·, ·) and boundedness of x(· ; t0, x0) imply that the
system (C.34) is well defined for for each pair (t0, x0). Note, however, that it is not possible
to replace (C.29) with (C.34), and that any conclusion about the asymptotic behavior of
x(t) drawn from (C.34) will be valid only for that particular trajectory, unless additional
conditions hold.

Theorem C.2.7 Assume that, in addition to Assumption C.2.1, the following conditions
hold:
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i.) For any (t0, x0) ∈ R× Rn, the function φ̃(t0,x0)(·) is globally Lipschitz.

ii.) The function φ̃(t0,x0)(·) satisfies a PE condition, that is, for each pair (t0, x0) ∈ R×Rn
there exist κ0 > 0 and δ0 > 0 such that∫ t+δ0

t
φ̃(t0,x0)(τ)φ̃T(t0,x0)(τ)dτ ≥ κ0I , ∀ t ≥ t0 .

Then, the system (C.29) is globally exponentially convergent (see Definition B.2.6).

It is important to point out that Theorem C.2.7 does not imply neither exponential stability
nor uniform asymptotic stability of the origin of (C.29). As a matter of fact, Theorem C.2.7
only improves on the results of La Salle/Yoshizawa theorem establishing convergence of x(t)
to the origin (as opposed to that of x1(t) alone,) but the convergence need not be uniform.
Moreover, Theorem C.2.7 may be difficult to apply, as in order to check the conditions i.)
and ii.) above, knowledge of the solution x(· ; t0, x0) may be required.

C.2.8 Uniform Asymptotic Stability of Adaptive Systems

From the above discussion, it is clear that for the prototype system (C.29) persistence of
excitation of the parameterized family of functions (C.33) plays an important role in ex-
tending convergence to the origin of the trajectory x1(t), implied by LaSalle/Yoshizawa
theorem, to the whole trajectory x(t) = (x1(t), x2(t)). The result, stated formally in The-
orem C.2.7, establishes “pointwise” convergence of each individual trajectory x(t; t0, x0),
interpreted as a parameterized family of functions indexed by the initial condition (t0, x0).
A natural question to ask is whether such a convergence can be made uniform with respect
to all (t0, x0) in any given set of the form R≥0×B̄r, so that the result of Theorem C.2.7 can
be extended to yield global uniform asymptotic stability of the origin, versus mere expo-
nential converge. Not surprisingly, the key to achieving this goal is an enhanced persistence
of excitation property for the family of functions φ̃(t0,x0) in (C.33), which holds uniformly
with respect to (t0, x0). In particular, the following definition is introduced in [41]:

Definition C.2.9 Assume that the system (C.29) is forward complete. The parameterized
family of functions φ̃(t0,x0) in (C.33) is said to be uniformly persistently exciting (u-PE)
if for any r > 0 there exist κ > 0 and δ > 0 such that for any (t0, x0) ∈ R≥0 × B̄r the
corresponding trajectory x(t; t0, x0) of (C.29) satisfies∫ t+δ

t
φ̃(t0,x0)(τ)φ̃T(t0,x0)(τ)dτ ≥ κI , ∀ t ≥ t0 .

Applying the definition of u-PE directly to a system of the form (C.29) appears to be
of limited use, as one needs to know a priori the solutions of (C.29) to be able to check
that the given conditions are satisfied. However, it is possible to infer the u-PE property
without solving explicitly the differential equation if appropriate conditions on the solutions
of (C.29) and on the vector field φ(t, x) hold.

Proposition C.2.10 Let φ(·, x) be piecewise continuous for each x ∈ Rn, and let φ(t, ·) be
locally Lipschitz uniformly in t. Consider a system of the form (C.29), and assume that
there exist:
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i. A number µ > 0 such that for any initial condition (t0, x0) ∈ R≥0 × Rn the corre-
sponding solution x(·; t0, x0) satisfies max {‖x‖∞, ‖x1‖2} ≤ µ|x0|;

ii. A function φ̄ : R≥0 → Rn2 which is bounded and satisfies the PE condition (C.32) for
some κ > 0 and some λ > 0.

iii. A nondecreasing function ψ : R≥0 → R≥0 and nonnegative constants c1 and c2 satis-
fying c1 + c2 > 0 such that for any unitary vector ξ ∈ Rn2

|φT0 (t, x) ξ| ≥ [ c1 + c2ψ(|x2|)|x2| ] |φ̄T (t)ξ| (C.35)

where φ0(t, x) = φ(t, x)|x1=0.

Then, the parameterized family of functions φ̃(t0,x0)(·) in (C.33) is u-PE. Moreover, if
(C.35) holds with c1 > 0, the function φ̄ is not required to be bounded

Proof. See [41, Prop.2]. 2

A simplified version of the above result holds for the important case in which the vec-
tor field φ(t, x) does not depend on the component x2, and the realization (A,B,C) is
strictly passive.

Corollary C.2.11 For the given system (C.29), let Assumption C.2.1 hold. Assume that
the vector field φ(t, x) does not depend on x2, that is, let φ(t, x) = φ(t, x1). Then, if the
function φ0 : R≥0 → Rn2 defined as φ0(t) = φ(t, 0) is PE, then the parameterized family of
functions φ̃(t0,x0)(·) , φ(·, x1(· ; t0, x0)) is u-PE.

The concept of u-PE is instrumental in deriving a sufficient condition for global uniform
asymptotic stability of system (C.29). Specifically, the following result can be proven using
the arguments in [41, Theorem 1]:

Theorem C.2.12 Consider the system (C.29), where the vector field φ(t, x) is such that
φ(·, x) is bounded for each fixed x ∈ Rn, and φ(t, ·) is locally Lipschitz uniformly in t. Let
Assumption C.2.1 hold. If, in addition:

i.) There exists a nondecreasing function ρ : R≥0 → R≥0 such that

max

{
‖∂φ
∂x
‖,
∣∣∣∣∂φ∂t

∣∣∣∣ } ≤ ρ(|x|)

for all (t, x) ∈ R≥0 × Rn;

ii.) The parameterized family of functions φ̃(t0,x0)(·) in (C.33) is u-PE.

Then, the origin is a uniformly globally asymptotically and locally exponentially stable equi-
librium of system (C.29).
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C.3 The Issue of Robustness

Consider again the standard adaptive control system (C.29), endowed with Assumptions C.2.1
and C.2.2. Let us consider the presence of external disturbance signals d = col(d1, d2), with
d1(·) ∈ L∞(Rn1) and d2(·) ∈ L∞(Rn2) as follows

ẋ1 = Ax1 +BφT (t, x)x2 + d1(t)

ẋ2 = −γφ(t, x)Cx1 + d2(t) (C.36)

The aim of this section is to investigate the effect of bounded disturbances on the tra-
jectories of system (C.36), in particular on the properties of boundedness and asymptotic
regulation of x1(t), which are guaranteed by La Salle/Yoshizawa theoerm in absence of
model perturbation. The first result is a direct consequence of the theorem of total stability
(Theorem B.3.11), which is behind the raison d’être for uniform global asymptotic stability:

Corollary C.3.1 Assume that the assumptions of Theorem C.2.12 hold for system (C.36).
Then, for any ε > 0 there exist δ1 > 0 and δ2 > 0 such that for all t0 ∈ R, all x0 ∈ B̄δ1 ⊂ Rn
and all d(·) ∈ L∞(Rn) such that ‖d‖∞ ≤ δ2, the forward solution x(t) := x(t; t0, x0, d[t0,t)),
t ≥ t0, of (C.36) satisfies ‖x(·)‖∞ ≤ ε.

The above result establishes the property of small-signal bounded-input bounded-state sta-
biliy for the perturbed system (C.36), under the assumption of UGAS and LES of the
equilibrium at the origin of the unforced system (C.29). It must be noted that the above
result is local in nature (that is, it is only valid for “small” values of the L∞-norm of the dis-
turbance and the norm of the initial condition). The following example serves the purpose
of clarifying this issue.

Example C.3.2 Consider again the one-dimensional direct MRAC problem of Section C.1.4,
with the following assumptions:

1. The control input coefficient b is known (without loss of generality, let b = 1;)

2. The reference model is the identity operator, ym(t) = r(t), t ≥ 0;

3. The reference signal is constant, r(t) = r0, t ≥ 0, where r0 ≥ 0.

4. The adaptation gain is selected as γ = 1;

5. The tracking error dynamics is affected by a constant disturbance, d(t) = −d0, t ≥ 0,
where d0 ≥ 0.

Under these assumptions, the equations of the closed-loop system read as

ė = −e+ (e+ r0)k̃ − d0

˙̃
k = −(e+ r0)e (C.37)

where k̃ := k̂ − k∗ is the estimation error, and k∗ = a− 1 (refer to Section C.1.4.)
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Let us consider first the case in which r0 > 0. It is readily seen that (C.37) has a
unique equilibrium point at (e, k̃) = (0, d0/r0). Changing coordinates as θ := k̃ − d0/r0,
system (C.37) is written as

ė = −
(

1− d0

r0

)
e+ (e+ r0)θ

θ̇ = −(e+ r0)e (C.38)

where the equilibrium point has been shifted to the origin, (e, θ) = (0, 0). The jacobian
matrix of the vector field of the system evaluated at the origin reads as

A =

d0

r0
− 1 r0

−r0 0


and its characteristic polynomial is pA(λ) = λ2 + (1 − d0/r0)λ + r2

0. Clearly, for r0 > d0

the equilibrium at the origin of (C.38) is LES, whereas for 0 < r0 < d0 the equilibrium is
unstable. To determine the global portrait of the solutions, consider first the case r0 > d0.
Using the Lyapunov function candidate V (e, θ) = e2 + θ2, one obtains

V̇ (e, θ) = −2

(
1− d0

r0

)
e2 ≤ 0

Application of La Salle’s invariance principle (notice that the system is autonomous) yields
that the only invariant set contained in the set {(e, θ) ∈ R2 : V̇ (e, θ) = 0} is the origin,
hence the origin is a globally asymptotically and locally exponentially stable equilibrium.
Clearly, this situation also includes the case in which d0 = 0, where in this case θ = k̃.

For the case 0 < r0 < d0, let us consider the backward solutions of (C.38), which are
obtained as the forward solutions of system

ė =

(
1− d0

r0

)
e− (e+ r0)θ

θ̇ = (e+ r0)e (C.39)

Once again, using the Lyapunov function candidate V (e, θ) = e2 + θ2, one obtains

V̇ (e, θ) = 2

(
1− d0

r0

)
e2 ≤ 0

hence, using the same reasoning as before, one concludes that the origin is a globally
asymptotically stable equilibrium of (C.39). Consequently, reverting back to system (C.38),
it is concluded that for any ε > 0 and any R > 0, there exists Tε,R > 0 such that for all initial
conditions x(0) := col(e(0), θ(0)) ∈ B̄R the corresponding backward trajectory satisfies
x(t) := col(e(t), θ(t)) ∈ B̄ε for all t ≤ −Tε,R. This implies that all forward trajectories
of (C.38), except the one originating at x(0) = 0, satisfy limt→+∞ |x(t)| = +∞.

Finally, for the case 0 < r0 = d0, it is readily seen that the function V (e, θ) is a first
integral of motion for the system (that is, V̇ (e, θ) = 0 for all (e, θ) ∈ R2), hence the solutions
generate a family of closed orbits given by the level curves V (e, θ) = c, c ≥ 0.

To summarize the behavior of the solutions of (C.38) when r0 > 0:
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• For r0 > d0, the origin is GAS and LES;

• For 0 < r0 < d0, the origin is unstable, and solutions originating away from the origin
diverge as t→∞;

• For 0 < r0 = d0, solutions are bounded, as solutions originating away from the origin
describe a closed orbit.

It is clear that µ := 1− d0/r0 ∈ (−∞,∞) plays the role of a bifurcation parameter for the
system, with µ = 0 corresponding to the critical case. It is also clear that the stability
margin of the system (in the sense of robustness of the stability of the equilibrium at the
origin with respect to the constant disturbance d0) depends on r0: the larger the value of
r0, the larger the disturbance that can be accommodated by the system. As r0 → 0, the
system loses robustness to constant disturbances. In particular, when r0 = 0 and d0 = 0,
system (C.38) possesses an equilibrium manifold A := {(e, k̃) ∈ R2 : e = 0} that is globally
attractive but not stable in the sense of Lyapunov (see the discussion in Example C.1.3.)
In this case, there is no robustness whatsoever, and even an infinitesimally small positive
constant disturbance results in unbounded forward trajectories (note that when r0 = 0 and
d0 > 0 the system does not have equilibrium points, hence no closed orbits either.)

The previous discussion has highlighted two important issues related to robustness of adap-
tive systems in the standard form (C.29) with respect to external disturbances:

• When the equilibrium x = 0 is UGAS and LES, there is robustness to “small enough”
external disturbance signals, for solutions originating within a neighborhood of the
origin, as provided by the theorem of total stability;

• In absence of a UGAS equilibrium at the origin (that is, when only the weaker prop-
erties provided by the La Salle/ Yoshizawa theorem hold) there is no guaranteed
robustness to external disturbances.

Clearly, these issues make the application of adaptive control techniques less than ideal,
especially in all those cases (which are indeed typical) when uniform persistence of excita-
tion of the regressor can not be guaranteed. This lack of robustness to model perturbations
has prompted the development of robust update laws, that is, modifications of the stan-
dard passivity-based update laws aiming at providing robustness to external disturbance of
arbitrarily large magnitude. This will be the topic of the next section.

C.4 Robust Modifications of Passivity-based Update Laws

The aim of this section is to introduce three different strategies aimed at providing ro-
bustness of adaptive control systems to external bounded disturbances. For notational
convenience, we write the standard adaptive control problem in the following form

ż = Az +BφT (t, z, θ̂)θ̃ + d1

˙̂
θ = τ + d2

e = Cz (C.40)
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where z ∈ Rn1 comprise the state of the plant model and that of the controller, θ̂ ∈ Rn2 is the
vector of parameter estimates, θ̃ := θ̂− θ∗ is the parameter estimate error, d = col(d1, d2) ∈
Rn1+n2 is an external disturbance, e ∈ R is the error to be regulated and τ ∈ Rn2 is an
update law to be designed. The regressor φ : R×Rn1 ×Rn2 → Rn2 defined by the mapping
(t, z, θ̂) 7→ φ(t, z, θ̂) is continuous and bounded in t for any fixed z and θ̂, and locally
Lipschitz in z and θ̂, uniformly in t. Furthermore, it is assumed that the triplet {C,A,B}
defines a strictly passive system with positive definite storage function V1(z) = zTPz and
negative definite supply rate W (z) = −zTQz. It has been shown in the previous sections
that the passivity-based update law

τ = −γφ(t, z, θ̂)Cz (C.41)

achieves boundedness of all trajectories and asymptotic regulation of e(t) when d = 0,
but does not ensure robustness (in the sense of bounded-input bounded-state behavior) to
arbitrary disturbance signals d ∈ L∞(Rn). To achieve the goal of ensuring bounded-input
bounded-state behavior (and, possibly, preserving asymptotic regulation when d = 0), we
will consider three modifications to the update law (C.41), namely leakage, leakage with
dead-zone, and parameter projection.

C.4.1 Update Laws with Leakage

The first and simplest modification consists in adding a dissipation term (a so-called leakage)
to the update law, namely to replace (C.41) with

τ = −γφ(t, z, θ̂)Cz − σγθ̂ (C.42)

where σ > 0 is a small gain parameter, resulting in the closed-loop system

ż = Az +BφT (t, z, θ̂)θ̃ + d1

˙̃
θ = −γφ(t, z, θ̂)Cz − σγθ̃ − σγθ∗ + d2 (C.43)

It is noted that the addition of the leakage term destroys the property of the closed-loop
system possessing an equilibrium in (z, z̃) = (0, 0) when d = 0, due to the presence of the
constant term −σγθ∗ on the equation of the θ̃-dynamics. This is the reason why the gain of
the leakage term should not be chosen too large in order to prevent an unduly deterioration
of regulation performance.

Stability Analysis

As customary, consider the Lyapunov function candidate

V (z, θ̃) = 1
2z
TPz + 1

2γ θ̃
T θ̃ (C.44)

and evaluate its derivative along the vector field of (C.43) to obtain

V̇ (z, θ̃) = −1
2z
TQz + zTPd1 − σθ̃T θ̃ − σθ̃T θ∗ + γ−1θ̃Td2

≤ −λmin

2
|z|2 − σ|θ̃|2 + |z||P ||d1|+ γ−1|θ̃||d2|+ σ|θ̃||θ∗| (C.45)
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where λmin > 0 is the smallest eigenvalue of Q. Letting x := col(z, θ̃), one obtains (with a
minor abuse of notation)

V̇ (x) ≤ −λ0|x|2 + µ0|x||d|+ σ|x||θ∗| (C.46)

where λ0 := min{λmin/2, σ} and µ0 := |P |+ γ−1. Using Young’s inequality4 in the expres-
sion

−λ0|x|2 +
√

λ0
2 |x|

√
2
λ0
µ0|d|+

√
λ0
2 |x|

√
2
λ0
σ|θ∗|

which is equivalent to the right-hand side of (C.46), one obtains

V̇ (x) ≤ −λ0
2 |x|2 +

µ20
λ0
|d|2 + σ2

λ0
|θ∗|2 (C.47)

Defining the class-N function χ(·) as

χ(s) =

√
2µ2

0

λ2
0

s2 +
2σ2

λ2
0

|θ∗|2

from (C.47) one obtains
|x| > χ(|d|) =⇒ V̇ (x) < 0

therefore, by Theorem B.3.13 the perturbed system (C.43) has the GUUB property when
d(·) ∈ L∞.

C.4.2 Update Laws with Leakage and Dead-zone Modification

As mentioned, the leakage modification to the passivity-based update law has the undesired
effect of destroying the equilibrium at the origin of the closed-loop system in the coordi-
nates (z, θ̃) in absence of the disturbance. To remedy the situation, a further modification
is introduced via the use of a dead-zone function that “switches off” the leakage when the
estimation error is inside a given compact set.

To begin, we need a preliminary assumption:

Assumption C.4.3 The parameter vector θ∗ ranges over the interior a known compact
and convex set, Θ ⊂ Rn2, that is, θ∗ ∈ intΘ.

Fix a number ` > 0 such that

` > max
θ∈Θ
{|θ1|, |θ2|, . . . , |θn2 |}

and consider the decentralized multivariable dead-zone function dz`(·) : Rn2 → Rn2 , de-
fined as

dz`(ϑ) =


dz`(ϑ1)

dz`(ϑ2)
...

dz`(ϑn2)

 , dz`(ϑi) = ϑi − ` sat
ϑi
`
, satϑi =


−1 ϑi ≤ −1

ϑi |ϑi| < 1

1 ϑi ≥ 1

The decentralized dead-zone (hereby simply referred to as “dead-zone”) with the given
choice of the level ` has the following properties:

4Given a ≥ 0 and b ≥ 0, ab ≤ a2/2 + b2/2.
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• For all ϑ ∈ Rn2 and all θ ∈ Θ

ϑTdz`(ϑ+ θ) ≥ 0 (C.48)

• There exist constants c1 > 0 and c2 > 0 such that for all ϑ ∈ Rn2 satisfying |ϑ| ≥ c1

and all θ ∈ Θ
ϑTdz`(ϑ+ θ) ≥ c2|ϑ|2 (C.49)

Note also that dz`(θ) = 0 for all θ ∈ Θ. The leakage with dead-zone modification of the
passivity-based update law (C.41) is defined as

τ = −γφ(t, z, θ̂)Cz − σγ dz`(θ̂) , σ > 0 (C.50)

resulting in the closed-loop system

ż = Az +BφT (t, z, θ̂)θ̃ + d1

˙̃
θ = −γφ(t, z, θ̂)Cz − σγ dz`(θ̃ + θ∗) + d2 (C.51)

Note that, as opposed to the standard leakage modification, when d = 0 the system preserves
the equilibrium at (z, θ̃) = (0, 0), due to the fact that θ∗ ∈ Θ by assumption.

Stability Analysis

Consider the Lyapunov function candidate (C.44), and evaluate its derivative along the
vector field of (C.51) to obtain

V̇ (z, θ̃) = −1
2z
TQz + zTPd1 − σθ̃Tdz`(θ̃ + θ∗) + γ−1θ̃Td2 (C.52)

≤ −λmin

2
|z|2 + |z||P ||d1|+ γ−1|θ̃||d2| − σθ̃Tdz`(θ̃ + θ∗) (C.53)

where λmin > 0 is the smallest eigenvalue of Q. As before, let x := col(z, θ̃). First, consider
the case |θ̃| ≤ c1, which together with (C.48) and (C.53) implies

V̇ (z, θ̃) ≤ −λmin

2
|z|2 + |z||P ||d1|+

c1

γ
|d2|

Applying Young’s inequality to the right-hand side of the above inequality, and using the
fact that |di| ≤ |d|, i = 1, 2, one obtains

V̇ (z, θ̃) ≤ −λmin

4
|z|2 +

|P |2
λmin

|d|2 +
c1

γ
|d| (C.54)

Defining the class-K∞ function χ1(·) as follows

χ1(s) =

√
4|P |2
λ2

min

s2 +
4c1

λminγ
s

one obtains, from (C.54) and the assumption |θ̃| ≤ c1,

|z| > χ1(|d|) and |θ̃| ≤ c1 =⇒ V̇ (z, θ̃) < 0 (C.55)
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Assume now that |θ̃| > c1. Using (C.49), the right-hand side of (C.52) can be bounded as

V̇ (z, θ̃) ≤ −λmin

2
|z|2 + |z||P ||d1| − c2σ|θ̃|2 + γ−1|θ̃||d2|

≤ −λmin

4
|z|2 +

|P |2
λmin

|d1|2 −
c2σ

2
|θ̃|2 +

1

2c2σγ2
|d2|2 (C.56)

where we have made again use of Young’s inequality. Letting x := col(z, θ̃), one obtains

V̇ (x) ≤ −λ0|x|2 + µ0|d|2 (C.57)

where λ0 := min{λmin/4, c2σ/2} and µ0 := |P |2/λmin + (2c2σγ
2)−1. As a result, defining

the class-K∞ function χ2(·) as

χ2(s) =

√
µ0

λ0
s

one obtains
|x| > χ2(|d|) and |θ̃| > c1 =⇒ V̇ (x) < 0 (C.58)

Next, we combine the two conditions (C.55) and (C.58) into a single one involving a class-N
function. Let the class-N function χ(·) be defined as

χ(s) =
√
c2

1 + χ2
1(s) + χ2

2(s)

and notice that |x| > χ(|d|) implies |x| > χ2(|d|), and that |x| > χ(|d|) implies |x|2 >
c2

1 + χ2
1(|d|). In particular, when |θ̃| ≤ c1 one obtains

c2
1 + χ2

1(|d|) < |x|2 =⇒ c2
1 + χ2

1(|d|) < |z|2 + |θ̃|2 ≤ |z|2 + c2
1 =⇒ χ2

1(|d|) < |z|2

hence

|θ̃| ≤ c1 and |x| > χ(|d|) =⇒ |θ̃| ≤ c1 and |z| > χ1(|d|) =⇒ V̇ (x) < 0

Conversely,

|θ̃| > c1 and |x| > χ(|d|) =⇒ |θ̃| > c1 and |z| > χ2(|d|) =⇒ V̇ (x) < 0

therefore, by Theorem B.3.13 the perturbed system (C.51) has the GUUB property when
d(·) ∈ L∞.

C.4.4 Update Laws with Parameter Projection

The last modification of the standard passivity-based update law presented in this sec-
tion is applicable to those cases in which the disturbance affects only the z-dynamics of
system (C.40), that is, when d2 = 0. As in the previous section, it is assumed that Assump-
tion C.4.3 holds. Note that convexity of the parameter set Θ is a strict requirement, along
with compactness. In this regard, we pose an additional requirement:

Assumption C.4.5 The set Θ is given by

Θ = {θ ∈ Rn2 : Π(θ) ≤ 0}

where Π(·) : Rn2 → R is a convex and differentiable function.
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Denote with∇Π(·) the gradient of Π(·), that is∇Π(θ) =
(
∂Π
∂θ1

(θ) ∂Π
∂θ2

(θ) · · · ∂Π
∂θn2

(θ)
)T

,

and define the projection operator onto Θ as follows:

Proj
θ̂∈Θ
{τ} =


τ if θ̂ ∈ intΘ or {θ̂ ∈ ∂Θ and ∇ΠT (θ̂)τ ≤ 0}(
I − ∇Π(θ̂)∇ΠT (θ̂)

|∇Π(θ̂)|2

)
τ if θ̂ ∈ ∂Θ and ∇ΠT (θ̂)τ > 0

The dynamics of the parameter vector estimate is selected as

˙̂
θ = Proj

θ̂∈Θ
{τ} , θ̂(0) ∈ intΘ (C.59)

where τ is the passivity-based update law (C.41) resulting in the closed-loop system5

ż = Az +BφT (t, z, θ̂)θ̃ + d1

˙̃
θ = Proj

θ̂∈Θ

{
−γφ(t, z, θ̂)Cz

}
(C.60)

The use of parameter projection ensures the following properties:

Proposition C.4.6 The set Θ is forward invariant under the flow of (C.59).

Proof. At each point θ̂ ∈ ∂Θ

∇ΠT (θ̂) Proj
θ̂∈Θ
{τ} =


∇ΠT (θ̂)τ if ∇ΠT (θ̂)τ ≤ 0}

∇ΠT (θ̂)

(
I − ∇Π(θ̂)∇ΠT (θ̂)

|∇Π(θ̂)|2

)
τ if ∇ΠT (θ̂)τ > 0

Clearly, if ∇ΠT (θ̂)τ ≤ 0, then ∇ΠT (θ̂) Projθ̂∈Θ {τ} ≤ 0 as well. Conversely, assume

∇ΠT (θ̂)τ > 0, and decompose τ along the direction of the vector ∇Π(θ̂) and a given
basis of the tangent plane to ∂Θ at θ̂, that is, let

τ = α∇Π(θ̂) + ψ

for some α > 0 and ψ ∈ {span∇Π(θ̂)}⊥. Then

∇ΠT (θ̂) Proj
θ̂∈Θ
{τ} = ∇ΠT (θ̂)

(
τ − ∇Π

T (θ̂)τ

|∇Π(θ̂)|2
∇Π(θ̂)

)

= ∇ΠT (θ̂)

(
α∇Π(θ̂) + ψ − α∇Π

T (θ̂)∇Π(θ̂)

|∇Π(θ̂)|2
∇Π(θ̂)− ∇Π

T (θ̂)ψ

|∇Π(θ̂)|2
∇Π(θ̂)

)
= ∇ΠT (θ̂)

(
α∇Π(θ̂) + ψ − α∇Π(θ̂)

)
= 0

As a consequence, ∇ΠT (θ̂) Projθ̂∈Θ {τ} ≤ 0 at each point θ̂ ∈ ∂Θ, hence the vector field of
system (C.59) points inward along the boundary of Θ. 2

5Recall that, by assumption, d2 = 0.
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Proposition C.4.7 Let θ̃ := θ̂ − θ∗. Then, θ̃T Projθ̂∈Θ {τ} ≤ θ̃T τ for all θ̃ ∈ Rn2 and all
θ∗ ∈ intΘ.

Proof. According to the definition of Projθ̂∈Θ {τ}, we only need to prove the proposition in

the case where θ̂ ∈ ∂Θ and ∇ΠT (θ̂)τ > 0. From the convexity of the function Π(·) and the
fact that θ∗ ∈ intΘ, it follows that

θ̃T∇Π(θ̂) = (θ̂ − θ∗)T∇Π(θ̂) ≥ 0 ∀ θ̂ ∈ ∂Θ

Consequently, if θ̂ ∈ ∂Θ and ∇ΠT (θ̂)τ > 0

θ̃T Proj
θ̂∈Θ
{τ} ≤ θ̃T τ = θ̃T τ − θ̃T∇Π(θ̂) ∇ΠT (θ̂)τ

|∇Π(θ̂)|2
≤ θ̃T τ

2

Stability Analysis

Evaluation of the Lyapunov function candidate (C.44) along the vector field of the closed-
loop system (C.60) yields

V̇ (z, θ̃) = −1
2z
TQz + zTPBφT (t, z, θ̂) + zTPd1 + θ̃T Proj

θ̂∈Θ

{
−γφ(t, z, θ̂)Cz

}
≤ −1

2z
TQz + zTPd1

≤ −λmin

2
|z|2 + |z||P ||d1| (C.61)

where we have made use of Proposition C.4.7. Adding and subtracting the term λmin|θ̃|2/2
to the right-hand side of the last inequality in (C.61), and recalling that the solution
of (C.59) satisfies θ̂(t) ∈ Θ for all t ≥ 0, one obtains

V̇ (z, θ̃) ≤ −λmin

2
|z|2 − λmin

2
|θ̃|2 + |z||P ||d1|+

λmin

2
|θ̃|2

≤ −λmin

2
|x|2 + |x||P ||d1|+

λmin

2
µ2 (C.62)

where µ = 2 maxθ∈Θ |θ|. Application of Young’s inequality yields

V̇ (x) ≤ −λmin

4
|x|2 +

|P |2
λmin

|d1|2 +
λmin

2
µ2

Consequently, defining the class-N function

χ(s) =

√
4|P |2
λ2

min

s2 + 2µ2

one obtains
|x| > χ(|d1|) =⇒ V̇ (x) < 0

therefore, by Theorem B.3.13 the perturbed system (C.60) has the GUUB property when
d1(·) ∈ L∞.
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